Discovery and Exploitation of
New Biasesin RC4

Pouyan Sepehrdad, Serge Vaudenay and Martin Vuagnoux

EPFL
CH-1015 Lausanne, Switzerland
http:/lasecwww.epfl.ch

Abstract. In this paper, we present several weaknesses in the stream ciphier RC
First, we present a technique to automatically reveal linear correlation®in th
PRGA of RC4. With this method, 48 new exploitable correlations have been dis
covered. Then we bind these new biases in the PRGA with known KSA weak-
nesses to provide practical key recovery attacks. Henceforth, plg apsimi-

lar technique on RC4 as a black box, i.e. the secret key words as inguha
keystream words as output. Our objective is to exhaustively find lineaelee
tions between these elements. Thanks to this technique, 9 new exploitaiete cor
lations have been revealed. Finally, we exploit these weaknesses oto RQ#e
practical examples, such as the WEP protocol. We show that thesé¢atione
lead to a key recovery attack on WEP with only 9800 encrypted packets (les
than 20 seconds), instead of 24 200 for the best previous attack.

1 Introduction

RC4 is a stream cipher designed by Ronald Rivest in 1987 dlirfiially been a trade
secret until the algorithm was anonymously posted to theh€ggunks mailing list
in September 1994. Nowadays, RC4 is still widely used: ithis default cipher of
the SSL/TLS protocol and a cryptographic primitive of the W@&Wred Equivalent
Privacy) and WPA (Wi-Fi Protected Access) protocols. Itsydapty probably comes
from its simplicity and the low computational cost of the gition and decryption
operations. Due to its straightforwardness, RC4 sparkéghsive research, revealing
weaknesses in case of misuse. The most famous example i¢tdbk an the WEP
protocol used in IEEE 802.11.

WEP was designed to provide confidentiality on wireless conioations by using
RCA4. In order to simplify the key set up, WEP uses fixed keys. iheless communi-
cations, packets may be easily lost. Because of the laclan$port control at the link
level, IEEE 802.11 designers chose to encrypt each pacdep@ndently. However,
RC4 is a stream cipher: the same secret key must never bewised To prevent any
key repetition, WEP concatenates an initialization vedtgy {o the key, where the IV
is a 24-bit value which is publicly disclosed in the headethef protocol. This particu-
lar use of RC4 is subject to many weaknesses. However, R@t generally used with
an IV and almost all the attacks concerning WEP cannot beegpi the plain RC4.
Thus, RC4 is still believed to be secure, even if many weadesbave been explored.



11 Description of RC4

The stream cipher RC4 consists of two algorithms: the Keye8aling Algorithm
(KSA) and the Pseudo Random Generator Algorithm (PRGA).K8A generates an
initial state from a random kel of ¢ words ofn bits as described in Algorithm 1. It
starts with an array0,1,...,N — 1}, whereN = 2" and swap$\ pairs, depending on
the value of the secret kd¢. At the end, we obtain the initial staSy_1.

Algorithm 1 RC4 Key Scheduling Algorithm (KSA)

cfori=0toN—-1do
Sli] +i
end for
1 j«0
cfori=0toN—-1do
j < J+Si]+KJ[i mod/] modN
swap§li], S j])

end for

N~ ONE

Algorithm 2 RC4 Pseudo Random Generator Algorithm (PRGA)

1:i<+0

2:j«0

3: loop

4: i<+ i+1modN

5. j<« j+Si]modN

6:  swap@il,Sj])

7:  keystream word; = §S[i] + S[j] modN]
8: end loop

Once the initial stat&y_1 is created, it is used by the second algorithm of RC4, the
PRGA. lts role is to generate a keystream of words bits, which will be XORed with
the plaintext to obtain the ciphertext. Thus, RC4 computeddop of the PRGA each
time a new keystream wolis needed, according to Algorithm 2. Note that each time
a word of the keystream is generated the internal state ofiRGddated.

Notation. In this paper, we define all the operators such as additidstration and
multiplication in the groupZ /NZ. Thus,x+ Yy should be read a&+y) modN. The
indices of the table respect the C-style programming refeeThis means that the first
entry of the table has the index 0. L&{k] denote the value of the arr&at indexk,
after roundi in KSA. S_; denotes the array whe®i] =i, wherei =0,1,....N—1.
LetSl[p} be the index of the valup in the arraySafter round in KSA. For example,
S 1S[K] =k andS[S *[p]] = p. Let ji (resp.j!) be the value of during the round



of KSA (resp. PRGA) where the rounds are indexed with resgeictThus, the KSA
has rounds @.,...,N — 1 and the PRGA has rounds2l.... Let § denote the arra$

after theit" round of the PRGA (i.eS; is equal taSy—1 with Sy_1[1] andSy—_1[Sy-1(1]]

swapped). We also denofr_1 = S,. In this paper, RC4 is always used with= 256.

Thus, instead of words we may use bytes, which are equivalémt keystreanz; is

defined by

2 = S|[S[i]+ S[ji] modN] = §[S_4[ji] + S_4[i] modN] @

2i
Let p be an integer anfl = e . Unless otherwise mentione@,denotes th& , group.
The Discrete Fourier transform (DFT) of a functibrover GS is defined as

f(c)= % f ()8~

wheree is the dot product.

PreviousWork. There are two approaches in the study of cryptanalysis of Rittzicks
based on the weaknesses of the KSA and attacks based on theesses of the PRGA.
Concerning the KSA, one of the first weakness published on R&stdiscovered by
Roos [28] in 1995. This correlation binds the secret key dytethe initial states,.
Roos [28] and Wagner [34] identified classes of weak keys lwhggeal the secret key
if the first key bytes are known. This property has been Igrggploited against WEP
(see[5,9,2,15,16,32,30,29]). Another study of cryptgsialof the KSA is the secret key
recovery when the initial stat®, is known [25,1]. On the PRGA, The analysis has been
largely motivated by distinguishing attacks [7,6,19,21]irmtial state reconstruction
from the keystream bytes [8,31,14,22] with complexity &t'For the best state recov-
ery attack. Relevant studies of the PRGA reveal biases ikekistream output bytes
in [20,27]. Mironov in [23] recommends that the first 512 ialitkeystream bytes must
be discarded to avoid these weaknesses. Jenkins publisi€d6 on his website [11]
two biases in the PRGA of RC4. These biases have been geeeraly Mantin in his
Master Thesis [18] asseful statesPaul, Rathi and Maitra [26] discovered in 2008 a
biased output index of the first keystream word generatech®yPRGA. Ultimately,
the last bias on the PRGA has been experimentally discowsréthitra and Paul [17].
In practice, key recovery attacks on RC4 must bind KSA and RR@aknesses to
correlate secret key words to keystream words. Some biasd®ed®RGA [13,26,17]
have been successfully bound to the Roos correlation [2Btdeide known plaintext
attacks.

Our Contributions. Since, almost all known PRGA correlations have been exparim
tally found, we propose a method to exhaustively reveal nealmesses in the PRGA.
From 4 known biases in the PRGA, we have found 48 additionalexploitable cor-

relations thanks to this technique. To provide key recowtsicks on RC4, we must
bind KSA and PRGA weaknesses, we show that some of these neglations can

be bound to KSA vulnerabilities and lead to new key recovétgciis. Subsequently,
we present another technique which does not consider the &®iAthe PRGA, but



only RC4 as a black box with the secret key words as input aadelystream words
as output. Similar to the previous technique, we exhaugtaearch for correlations to
rediscover the 3 known biases. Thanks to this technique,ave Hiscovered 9 addi-
tional exploitable correlations between the secret keythadeystream words. Then,
we exploit the known and new weaknesses against plain RQ# 48ifirst keystream
words known by the attacker) and we obtain a key recoverglattéth a complexity of
212206 instead of 228 for RC4 withN = 256 and a key length of 16 bytes.

We also show that some of these correlations can be appl\&Ef® decreasing the
number of required encrypted packets to 9800. The bestqurekiey recovery attacks
on WEP needed 24 200 encrypted packets [32,29] for the saroessugrobability. This
permits to recover a WEP key of 104 bits with a passive cipkedsly attack in less
than 20 seconds in practice. This new attack is the best leaveey on WEP to our
knowledge.

Structure of the Paper. In Section 2 we briefly explore known correlations in the
PRGA of RC4. Section 3 details the technique used to visuaflyesent correlations
in the PRGA. Then, we describe the new biases discoveredowittechnique. In Sec-
tion 4 we bind some of these new PRGA correlations with knovBAKveaknesses
to provide practical attacks on RC4. In Section 5 we detaitlaer kind of exhaustive
search where RC4 is a black box with the secret key words as &g the keystream
words as output. Then, we present the new correlations faithdhis technique. Sec-
tion 6 briefly describes a practical application of thesesd&sato RC4 and RC4 with an
IV such as used by WEP and WPA. Finally, we conclude.

2 Known Correlationsin the PRGA of RC4

JenkinsCorrelation. In 1996, Robert Jenkins described in his website [11] twedila

correlations experimentally found on the PRGA of RC4. That fiorrelation considers
the case wher§[i] + S[j/] = jl. Thus, thei" keystream byte given by Equation (1)
becomes

z = S[S[i]+S[jil] = Sliil = ji — Sl ()

which holds with probability of 2N instead of ¥N withi=1,2,.... The second corre-
lation appears whe§[i] + S[j/] = i. In this case, thé" byte of the keystream is given

by
z = S[S(i]+S]i{]] = Sli] =i - S[if] @)
which holds with probability of 2N.

Mantin and Shamir Correlation. Mantin and Shamir [20] discovered a biased distri-
bution for the second keystream word.

Theorem 1. Assume an initial stategSs chosen randomly. The probability that the
second keystream word af RC4 is 0 is approximatelg/N instead ofL/N.



Paul, Rathi and Maitra Correlation. In 2008, Paul, Rathi and Maitra [26] described a
biased correlation between the three first words of the skeyeand the first keystream
word z; of RC4.

Theorem 2. Assume that the initial stateg, 8 chosen uniformly at random from the set
of all possible permutations of the g€ 1,...,N —1}. Then the probability distribution
of the output index'$1] + S [S)[1] = S, *[z1] that selects the first byte of the keystream
output is given by

% for odd x
P(Si1+Si[iil=x) = %—m for even x# 2
%,m for even x= 2

3 Visual Representation of Correlationsin the PRGA

In general, the methods used to find correlations in RC4 #nerebpportunistic or not
given. Papers tend to describe the characteristics of mebiwithout revealing the
techniques used to discover them. We propose to describe sonple but efficient
techniques to highlight weaknesses in the PRGA throughuestive search on a subset
of elements.

We define a set of linear equations which contains all the knloased correlations
of the PRGA described in the previous section. Our objedsvi® highlight linear
correlations between the internal values of a round of the RBnd the keystream word
generated by this round i.e. the subset of elemgini$ S|i],S[ji],z }. The correlations
previously discovered by Jenkins, Mantin and Shamir and, Reathi and Maitra must
be rediscovered with this method. Surprisingly, some nesés are found as well. We
define the linear equations as

(0-i+ay-jj+a2- S[i] +as-§[jf] +2-2) modN = b )

where theg’s are elements af /256Z andb is a fixed value irZ /256Z. This defines
2%8 linear equations. To reduce this number, we decompose #wsaions into 256
subgroups. Each of them corresponds to a specific round (sdixed). Thus, both
ap - i andb can be merged into one value and Equation (4) becomes

(Co- ji+c1-Sli] +c2-S[ji] +c3-z) modN =C (5)

whereC = (b—ag-i) mod 256 and;’s are elements af /256Z. Since the number of
linear equations is still too large, we limit the coefficieset of theci’s to {—1,0,1}.
Indeed, this set is enough to include all the previously kmbwased correlation in the
PRGA. We obtain 256 graphs of 81 linear equations. We compbiefirst rounds of
the PRGA with 18 randomly chosen RC4 secret keys of 16 bytes and we verifpall t
linear equations described by Equation 5. For every equaticounter is incremented
when it holds. Subsequently, we represent these countargraph to visually illustrate
potential biases. Human brains are very efficient to vigudgtect anomalies in uniform



Fig. 1: 3D representation of the equations of the seconddofithe PRGA according
to C and the counters of the equations. The objective of thistgigpo visually detect
biased.

distributions (see Figure 1). Below we give the biased ¢atians found for the 256
first keystream bytes (from to z,56) generated by the PRGA. Every coefficienhas
been replaced by the corresponding element to provide aereaading of the table
(i.e. ji must be read as, S[i] ascy, etc.). Correlations witlz; (i.e. c3 # 0) are called
New_XXX and biases withoug; (i.e.c3 = 0) are named Newmoz XXX.

In Figure 2, we confirm the presence of known biases such adehlkins cor-
relations. More interestingly, new biases in the PRGA appgame of them have a
probability of success which depends on the value of

Some rounds of the PRGA provide additional biased corwaiatiln Figure 3, we
give extra biases which appear in round 1. Figure 4 depietadiditional correlations in
the second round of the PRGA. Finally, Figure 5 describahéuibiased correlations in
rounds 0 mod 16 of the PRGA. The probability of the biasedatations New001 and
New_002 depends on the round of the PRGA and the value C. In Figweghow the
success probability of NeW01 according t&€ and the rounds 1, 16, 32, 64, 128, 192
and 256 of the PRGA. Similarly, we compute the evolution & siccess probability
of the biased correlations Ne@02 in Figure 8. Figure 7 gives the 3D representation of
the same bias. Figure 9 depicts the same bias for all the §6t@unds of the PRGA
using a 3D representation.

3.1 Spectral Approach to Derive New Biases

Another systematic method to derive linear relations iss® ldourier transform of the
type f of the distribution that some state bits of RC4 is followiitge can use exactly
the same approach to derive a linear relation between the kegi bits and the key
stream. Deploying this method ov&$.,, we can derive somgoodlinear relations. We
call a linear relation good if the probability of Equation) @ccurring is much higher
than expected¥$ %). We use the 4-tuple defined above as an example. In fact, e ca
use exactly the same method to derive biases for lineafae$ain Section 5.2 between
the secret key and keystream. To deal with this problem, wemasG = Z,55 and we

query RC4 fora{ vectors¥} € (j,S[i],S[j/],z): € G*for 1 <t < Al and we define a



il Si] Slifl Z © Probability Remark
1 -1 0 -1 0 2/N  |[Jenkins Equation (2)
0 0 1 1 i 2/N  Jenkins Equation (3)
0 1 1 -1 0 1.9/N |New.000
0 1 1 -1 1 0.89/N |New.001
1 1 -1 255 1.25/N |New.001
0 1 1 1 0 0.95/N |New.002
0 1 1 1 255 0.95/N |New.002
1 1 0 0 0 0.95/N |New.noz 000
1 1 0 0 255 0.95/N |New.noz.000
1 1 -1 0 i 2/N  |[New.noz.001
1 -1 1 0 i 2/N  New.noz.002
1 -1 0 0 1 0.9/N  |New.noz003
1 -1 0 0 255 1.25/N |[New.noz.003
1 -1 0 0 0 1.9/N |New.noz.004
0 0 1 0 i+1 1.36/N |New.noz.005
0 0 1 0 255 0.9/N  |New.noz 005
0 0 1 0 i 2.34/N |New-noz 006

Fig. 2: correlations experimentally observed for round2, 3,...,256 of the PRGA.
Note that probability of biases Ne@00, Newnoz 005 and Newnoz 006 decrease ac-
cording toi. The probabilities given in this table correspond to round.& i = 3).
New_noz 004 and Newnoz 006 are not biased when= 1.

i Sli] Sliil Z © Probability Remark

0 1 0 -1 0 0.95/N |New.003

0 1 1 0 2 1.95/N |Paul, Rathi and Maitrg
1 1 0 0 2 1.94/N [New.noz014

Fig. 3: Additional biased correlations experimentally eby®d using Equation (5) in the
first round of the PRGA (i.d.= 1).

function f as follows.

f(x x “zil
X) = countetx) = — S 1,
¢ 2



il Si] Slifl Z © Probability Remark

0 0 0 1 0 2/N  |Mantin and Shamir [20]
1 -1 1 -1 0 2/N New_004

1 1 0 -1 even |1.0183/N |[New.005

1 1 0 =l odd 1.0316/N |New.006

1 0 1 0 6 2.37/N |New.noz 007

1 0 il 0 255 0.75/N  |New.noz 008

1 -1 1 0 0 2/N  |[New.noz.009

0 -1 1 0 0 0.95/N |New.noz010

Fig. 4: Additional biased correlations experimentally ely®d using Equation (5) in the
second round of the PRGA £ 2). Note that the probability of success of correlations
New_005 and New006 decreases according to the valle

S

]

ifl Probability Remark
-i 1.0411/N [New.007
i 1.0500/N New.008
-i 1.0338/N |New.009
-i 1.1107/N \New.noz.011
i 1.1276/N |[New.noz.012

-i 1.1067/N |New.noz 013
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Fig.5: Additional biased correlations experimentally etved using Equation (5) in
rounds 0 mod 16 of the PRGA. Note that the probability of sesa& these correla-
tions decreases according to the valsnd become barely exploitable when 48.
Probabilities given in this table come from round 16.
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Fig. 6: Probability of success of biased correlation N&d, according the value for
some rounds of the PRGA.

wherex € G*. In fact, f is thetypeof the distribution the 4-tuples are following. De-
ploying DFT onf, we have

flo =0 %) = Z

Then, we follow this approach: we computec)|? for ¢'s such that this norm is high.
Filtering thosec's yields "good”c’s.

0 Cf(x)= ZB_C' Prlc.v=C]

x:c.x=C



Fig. 7: Probability of biased correlation Ne®01, according the valu€ for the first
256 rounds of the PRGA, using a 3D representation.
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Fig. 8: Probability of success of biased correlation N&d2, according the valug for
some rounds of the PRGA.

Fig. 9: Probability of biased correlation Ne®d2, according the valu€ for the first
256 rounds of the PRGA, using a 3D representation.

We construct the tablef (c)|2 of all linear masks and filter out ¢'s that leads to small
value for|f(c)|?. This remains us somes. Then, we can exhaustively search in te
left and find the good’s. This method is much faster than exhaustive search. Assume



we consider the linear relation between the elements ofébtor( i, §[ji],z) instead
of (j{,Sli],Sli{],z). This already gives us all biases quite fast. This methodbean
easily generalized to the case whgfi] is also involved and it is dramatically faster
than exhaustive search.

The complexity of this method for the triplet case i€%, while for exhaustive
search the complexity reaches td # N = 107, which is a reasonable number of sam-
ples we found out experimentally. This will gain us all thad®s for the triplet over
Z3.¢ Using this method, we found out some new biases. We onlghieste which are
not artifact of known biases and which can be bound with sia§&SA. They are listed
in Fig 10. Any time the coefficient & |j{] is one in the table, we can use that equation
to bind it like what would be explained in the next section lbianding New008 and
New_009 biases. This method removes the restriction on coefii® be only in the
set{—1,0,1}. Using these technique, we can recover all bias&}ig in a reasonable
time.

il S]] Slii] z C [ Probability Remark

0 0 1 1 240 16 1.04/N [New.010
0 0 1 50 224 16 1.04/N |New.011
0 0 1 68 192 16 1.05/N |New. 012
0 0 1 98 224 16 1.04/N |New.013
0 0 1 148 192 16 1.05/N |New. 014
0 0 1 162 224 16 1.05/N |New.015
0 0 1 186 96 16 1.03/N |New 016
0 0 1 187 80 16 1.04/N |New.017
0 0 1 251 80 16 1.04/N |New 018
0 0 2 19 208 16 1.04/N |New.019
0 0 2 127 16 16 1.04/N |New.020
0 0 2 147 208 16 1.04/N |New.021
0 0 2 255 16 16 1.04/N [New.022
0 0 4 59 80 16 1.04/N |New.023
0 0 4 123 80 16 1.04/N |New.024
0 0 8 19 208 16 1.04/N |New.025
0 0 8 55 144 16 1.03/N |New.026
0 0 8 81 240 16 1.03/N |New.027
0 0 8 215 144 16 1.03/N [New.028
0 0 8 241 48 16 1.03/N |New.029
0 0 8 243 208 16 1.04/N |New.030
0 0 32 39 144 16 1.04/N |New.031
0 0 32 191 16 16 1.04/N |New.032

Fig. 10: correlations in PRGA derived using DFT. If coeffitieof S[j{] is one, that
equation can be bound with KSA biases.

After investigation, it seems that all the listed biasesaatiéact of a new conditional
bias which is
Pr{Siglj16) = 0|z16 = —16] = 0.038488



So far, we have no explanation about this new bias.

4 Binding PRGA and K SA Weaknesses

Since we have new PRGA biased correlations, we have to berd thith KSA weak-
nesses to provide key recovery attacks.

4.1 Known Binding between KSA and PRGA Weaknesses
Already known bindings between KSA and PRGA have been etgaloin 2006, Klein [12,13]

demonstrated that the Jenkins correlation of the PRGA antksseaknesses in the
KSA can be combined.

STii] Bi_ Z from Equation (3) withP; = 2/N (6)
Sliil = Sl step 6 of the PRGA @)
§-1li] Z S P=(N-D/N"2 (8
Sli] = S-alji] KSA 9)
i =S-afi] + jio1+KIi] step 6 of the KSA (10)

From (6) with respectively (7), (8), (9) and (10) we have
Kli] ™" §7% i — z modN] — S_1[i] — ji_1 modN (11)

which holds with probability

2 /N-1\N?%2 N-2 N—1\N2 1.36
=== 1 (=== ~ 2 12
I:)Klem N < N ) + N(N — 1) < ( N ) N ( )

In 2007, Vaudenay and Vuagnoux [32] improved this attackdiggithe Roos correla-
tion and the repetition of the secret key modaldhus, the sum of the secret key bytes
can be recovered with

i - 2* Y modN (13)

Iq(leinlmpmved .
Kyl —="I-z-
2

with success probability ieinimproved (i) defined by

Pei) = (M) Mees () - (9"
F>Kleinlmproved'\l(i) = %k' l]:.)C(lgl"" NE\INi_l) (1- PC(')) (14)

foranyi—z modN # {0,1,...,i—1}.



4.2 Binding New PRGA Biaswhere §|[j{] isInvolved

Interestingly, from the Jenkins correlation described®j{] =i — z and Equation (13)
we have

s e EE 2 5 Ky moa 1)

for the same success probability. Hence, every new biaseatieq containingS|j/]
and public values such aandz can be exploited as key recovery attack.

New_009 (—i — S[j{] = z). This biased correlation concerns rounds 0 mod 16 of the
PRGA. The success probability isOB38/N for round 16. Using the same technique
described above, we can exploit this bias to recover theskey sum

i i-(i+1)
Kly] = —i—2z— mod N
A 2
with a success probability equal to
1.0338 .. N-10338

Po(i) = N Pe(i) + NN-1) (1—-Pc(i))

forany—i—z modN #{0,1,...,i —1} andi = 16.

New_008 ( —i+ S[j{] = z). Similarly, we can exploit this biased equation using the
same technique

b (|2+1) modN

ZOK _—|+

with a success probability equal to

Pyl = g Pel) + g g - (L

forany—i+z modN #{0,1,...,i—1} andi = 16.

4.3 Exploiting Additional Biased Linear Correlationsin the PRGA

The binding between KSA weakness and PRGA biases presdmed s an example
of a practical application of the correlations discoverthie previous section. We did
not find a way to exploit biases whe#i] or ji are involved. However, these correla-
tions could be exploited in future work.



5 RC4 asaBlack Box

In Section 4 we have seen that secret key words and keystremds wnay be corre-
lated if weaknesses in the KSA and PRGA can be bound. Howkewer,an attacker’s
point of view there is no reason to determine weaknesse® iKEA or the PRGA. The
objective is to find correlations between known values aedsttret key words. More-
over, the biased correlations previously found concery eldments inside a round of
the PRGA. Correlations between elements from differemhdsicannot be highlighted.

In this section, we present another way to attack RC4. WeidenRC4 as a black
box. The objective is to discover linear correlations betmvéhe input (the secret key
words) and the output (the keystream words), since we cenkitbwn keystream at-
tacks. First, we study known RC4 correlations between tlystkeam words and the
secret key words. Then, we propose a method to highlight riageb. Finally, we list
new discovered biases in RC4.

5.1 Maitraand Paul Correlation

In 2008, Maitra and Paul [17] discovered a new experimeritséovation on RC4 which
holds with probability of~ 1.10/N for i = 0.

Phaitra i (I + 1)
Zy = —5—+ ) K[y (16)
+1 > y;)

Maitra and Paul did not find any practical application fosthias in protocols using or
based on RC4. However, from Equation 15 we can rewrite Equli6) as

P aitra .
zii1 2 (]

This bias has not been found with our previous techniquegedinese elements are not
in the same round of the PRGA. However, with the black boxnagke we are able to
rediscover this bias and new ones.

5.2 Discovering New Linear Correlationsin RC4

We define a linear equation containing input and output efésne
(a0 -K[O]+...4a—1-Kl—1+a-z1+...+ansr—1-2v) modN =b  (17)

This kind of exhaustive search is identical to those preskirt Section 3. First, we
consider the subset of &'s defined byA= {—1,0,1} andb € Z/NZ. The number of
equation isN - 3/*N = 243911 for N = 256 andl = 16, which is obviously too large for
an exhaustive search.

Based on the pseudo T-function’s behavior of the KSA Ge.1[i] depends only on
K[i — 1],K[i — 2],...,K][0] with a non negligible probability) and the Roos correlation
we can reduce the size of the equation by considering onlfiri¢ keystream words.
Equation (17) becomes

(a0-K[O]+...+ay-1-K[{—1]+as-z1+...+ay-1-z) modN =b (18)



Thus, we obtain a number of equations equals t8% = 2587 which is still too large
for an exhaustive search. Thus, we reduced the secret kegth ¢ = 5 bytes to obtain
2238496 gquations. Indeed, based on the pseudo T-function befswicthe KSA, we
suppose that the correlations found with a RC4 key lengthlgft&s can be generalized
to RC4 with a secret key of 16 bytes. Then, the supposed b@seelation are tested
experimentally. After a few computation, we remarked timat ¢onstant value repre-
sented byo can be reduced to the subset generated py+ 1) /2 withi =0,1,2...,22,
since only the Roos correlation seems to be exploited in ®&.K'hus, the number of
equations decreases to-Z3° = 220373 Figure 11 gives the correlations found in RC4
with a secret key of 5 bytes which are experimentally confiiroa RC4 with a key
length of 16 bytes.

Equation Probability Remarks

71 +K[0]+K[1] =0 1.35779/N/Klein Improved
7 —K[0]=0 1.11784/N|Maitra and Paul
=0 2.01825/N|Mantin and Sham
2+ K[0]+K[1]+K[2] = -1 1.36095/N|Klein Improved
7 —K[0]—K[1] =1 1.04237/N New_bb_000

7 —K[0]+K[1] = -1 1.04969/N New_bb_001
73+ K[0] + K[1] +K[2] +-K[3] = -3 1.35362/N/Klein Improved
z3—K[0]+K[3]=-3 1.04620/N New_bb_002

7z —K[0] - K[1]-K[2] =3 1.33474/NRoos/Paul et al.
7z, —K[0]—K[1] - K[2] =3 0.64300/N New_bb_003
z3—K[0] —K[1]-K[2] =3 1.13555/N|Maitra and Paul
2 +K[1]+K[2] = -3 1.36897/N|New_bb_004

2 —K[1]—K[2] =3 1.36733/N|New_bb_005

7 —K[2]=3 1.14193/N|New_bb_006
71+ K[0]+K[1] —K[2] =3 1.14116/N New_bb_007

7 —K[0]+K[4] =4 1.04463/N|New_bb_008
724+ K0 +K[1] +K[2] + K[3] +K[4] = —6 1.35275/N|Klein Improved
7, —KI[0] — K[1] —K[2] - K[3] =1 1.11432/N|Maitra and Paul

Fig. 11: Biased correlations experimentally observed trighblack box technique with
¢ =5in Equation 18. Note that these biases are exploitable i \Rith a secret key of
16 bytes as well.

For every index corresponding to the index of a key byte, tktthe number of

biased equations we have fiéfi] = K[0] + - -- + K]i]. Let p; ; be the probability of the
jth equation for this byte. The list of biases we use is depiatdelg 12.

If the key has siz€, indicesi = k.f — 1 correspond to the same byte, so we can
merge the associated list of biases. SimilarlyK[f — 1] is known, indices which are
equal modul correspond to the same byte, so we can merge these lists lag etel
pi ; be the table of merged lists adfibe the length of lisp ;.



Equation Probability Remarks
K[0]—z1=0 1.10873/N Maitra and Paul
K[1]+2z =0 1.36467/N/Klein Improved
K[1] —z; =255 1.04237/N/New_bb_000
K[2] —z =253 0.64300/N/New_bb_003
K[2] 4z = 255 1.36036/NKlein Improved
K[2] —z3 =253 1.12742/N Maitra and Paul
K:[14] + 214 =165 1.22758/N Klein Improved
K[14] —z;5 =151 1.06444/N Maitra and Paul
K[15 + 275 =151 1.21317/N/Klein Improved
K15 —z16 = 136 1.07519/N Maitra and Payl
K[15 +K[0] — 16 = 104 1.01838/N|New.008
K[15 +K][0] +z6 = 104 1.01242/N|New.009

K[15 +K]0] 4 716 = 136 1.19880/NKlein Improved

K[15 +K[0] —z17 = 136 1.05983/N Maitra and Paul
K[15] + K[14] +z30 = 77 1.04582/NKlein Improved
K[15 +K[14] —z3; = 47 1.02118/N Maitra and Paul
2K[15] + 2731 =47 1.03963/N|Klein Improved
2K[15 — 73, =16 1.03833/N Maitra and Paul
2K[1 } K[0] — 232 = 208 1.009/N  [New.008
2K[15] +K[0] 4 z3» = 208 1.0062/N |New.009
2K[15 +K[0] 4 z32 = 16 1.03403/NKlein Improved
2K[15) + K[14] + 246 = 57 1.00027/N|Klein Improved
3K[15 + z7 =199 0.99951/N Klein Improved

Fig. 12: Useful biases in key recovery attack on RC4/fer16.

6 Key Recovery Attacks

6.1 Theoretical Key Recovery Attack on Plain RC4

We consider RC4 withN = 256 and a secret key length= 16 bytes. Thus, the ex-
haustive search has complexity 0f® Using all the exploitable biased correlations
presented in this paper and the previously known biases i & considering that
they are independent, we are able to recover the RC4 segratdids from the 48 first
keystream words (known keystream attack) with a complexit@*?2%. In fact, the
probability that all key bytes are expressed by at least daeib

-1 q

p~ iEL 1-T1@-pi))

=1



and the number of combination of biasekis ﬂf;& d. So the average complexity is

‘é‘ with success probabilitp. The average complexity by iterating%s With our table,

we computep ~ 278790 andk ~ 23809, Thus, the complexity of attacking plain RC4
would be 2259,
Note thatp is optimized this way, but ndé. By taking only the largest bias for each

byte, we obtairié = 212206 \yjith k = 1.

6.2 Practical Key Recovery Attack on WEP

To provide a practical use of these attacks, we tried to gefplem on RC4 with an IV
such as used by the protocol WEP or WPA. For some people, attaEP is like
beating a dead horse, since it has been already badly brék@2,[15,16,32,30,29].
First, the new biases presented in this paper are relatée titeam cipher RC4. WEP
is an example of a practical exploitation of these biases.eller, the cryptanalysis
of WEP is one of the most applied cryptographic attack in jcactndeed, tools such
asAircrack [4] are massively downloaded to provide a good example oknesses in
cryptography.

In the case of WEP and WPA, the first 3 bytes are known and the legeigetition
of £ = 16 bytes. So, we can remove tRg;j, Py j, P j lists, redo the merge operation,
then merge the lists faf = 3,4,...,15. In practice, this givek ~ 23177 biases and
results inp = 2-7%57. So, we have a complexity cg‘ ~ 210234 to recover the full key
K with a single packet.

We picked the same key recovery algorithm described in [3%]ye added known
and new correlation presented in this paper. We also indil@@nditional biases from
the Korek attacks [15,16,3] with the improvement descrind82,33]. The complexity
of the key recovery attacks on WEP depends on the number ofadrpackets cap-
tured. For every captured packet, we sort the list of paaésecret keys given by the
key recovery attacks and we test the firsf k@ys according to this list. See [32] for
more details. The previous best key recovery attack desttiiib[32] and better imple-
mented in [29] needs 24200 packets to recover a secret ke§dabils with a success
probability > 1/2. With the new key recovery described in this paper, we ate tab
recover the secret key with an average of 9800 encryptecepmbidr the same success
probability. This complexity of 9800 packets was measusgubamentally by running
the attacks on forandom secret keys. This represents the best key recovank @
WEP to our knowledge.

6.3 Theoretical Key Recovery Attacks on WPA

In order to correct the weaknesses on WEP discovered befOee gz Wi-Fi Alliance
proposed a WEP improved protocol called WPA [10]. It has be@béshed that WPA
must be hardware compatible with existing WEP capable dsvimwée deployed as a
software patch. Basically, WPA is a WEP wrapper which contamsreplay protec-
tions and a key management scheme to avoid key reuse. In R, Raddum and
Hole [24] discovered that the recovery of at least two RC4kptkeys in WPA leads to



a full recovery of the temporal key and the message integhieck key. The complexity
of this attack is defined by the exhaustive search of two TiDibihg keys, i.e. 204,

Almost all known and new key recovery attacks on WEP can beeppm WPA.
Only the Fluhrer, Mantin and Shamir attack [5] is filtereddéed, WPA encryption
is similar to WEP, using RC4 with an IV. But, WPA uses a differeatret key for
every encrypted packet. Once from the same segmenfaiihsequetive packets, two
keys are successfully recovered, the Moen, Raddum and Halekacan be applied.
However, the attack in Section 6.2 has a success probapitity low to recover two
keys. The actual application to attacking WPA is left for fetwork.

7 Conclusion

In this paper, we have seen some techniques to exhaustigalyght linear correlations
in RCA4. First, we have considered only the elements insideiiad of the PRGA. Then,
we have generalized this method to the whole RC4 as a blackviibxhe secret key
words as input and the keystream words as output. Thesddeesied to the discovery
of 57 new correlations in RC4. Some of them can be directljliegio existing key
recovery attacks on RC4, WEP and WPA. For example, a WEP secgreff K28 bits
(104 unknown bits) can be recovered in less than 20 secdmel$inte to eavesdrop at
least 9800 encrypted packets. This is the best attack on W& tnowledge.

However, the main interest of this paper is the applicatibanbautomated discov-
ery of weaknesses in ciphers. Similar to fuzzing techniqueesl to highlight security
vulnerabilities in computer systems, these methods, adthaelatively simple, reveal
an impressive number of new weaknesses in a intensivelyzstbktream cipher such
as RC4. This may suggest a new kind of automated tools fortamgtysts. Indeed,
weaknesses in network protocol or computer systems arelyafgund by automated
tools such as fuzzers, negative testers or black box analy&é&th the results presented
in this paper, it may be interesting to adapt these toolsrgstanalysis.
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