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Icons Used in This Book

Throughout this book, you will see the following icons used for networking devices:

o | s

Router Bridge Hub DSU/CSU
\T)'
/ l\‘
Catalyst Multilayer ISDN/Frame Relay
Switch Switch SW|tch Switch
Communication Gateway Access
Server Server

The following icons are used for peripherals and other devices:

2 2 00
=

PC with Sun Macintosh
Software Workstation
Terminal File Web Cisco Works
Server Server Workstation
_—
Printer Laptop IBM Front End Cluster
Mainframe Processor Controller
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The following icons are used for networks and network connections:

- Token
Line: Ethernet P

Token Ring
- Z
Line: Serial
FDDI
""" LA
Line: Switched Serial
Network Cloud

Command Syntax Conventions

The conventions used to present command syntax in this book are the same conventions used in the Cisco I0S
Software Command Reference. The Command Reference describes these conventions as follows:

e Vertical bars (I) separate alternative, mutually exclusive elements.

e Square brackets [ ] indicate optional elements.

e Braces { } indicate a required choice.

e Braces within brackets [{ }] indicate a required choice within an optional element.

¢ Boldface indicates commands and keywords that are entered literally as shown. In actual configuration
examples and output (not general command syntax), boldface indicates commands that are manually input
by the user (such as a show command).

e [talics indicate arguments for which you supply actual values.
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Introduction

OSPF is in use in numerous networks worldwide. OSPF is also one of the most widely tested on proto-
cols if you choose to pursue a networking certification. From a technical perspective, the overwhelming
presence of OSPF ensures that almost everyone will encounter it at some point in their career. A result
of these facts is that everyone should understand OSPF including how it operates, how to configure it,
troubleshooting, and —most importantly —how to design a network that will use OSPF. You can see that
everyone will be exposed to OSPF to some degree, and because it is highly likely that your family is
surfing the Internet and having their packets pass over a network that is OSPF enabled, it is clear to me
that they, too, might benefit from this book, so consider getting them a copy as well.

Who Should Read This Book?

This book is not designed to be a general networking topics book; although, it can be used for that purpose.
This book is intended to tremendously increase your knowledge level with regards to OSPF. Personnel
responsible for understanding OSPF should read this book. You might need to understand OSPF because
you are a programmer, network manager, network engineer, studying for certification, and so on.

How This Book Is Organized

Although this book can be read cover-to-cover, it is designed to be flexible and allow you to easily move
between chapters and sections of chapters to cover just the material that you need more information on.
If you do intend to read them all, the order in the book is an excellent sequence to use:

* Chapter 1, ‘“Networking and Routing Fundamentals” —Those of us responsible for
programming, managing, maintaining, troubleshooting, and ensuring the operation of the network
will appreciate this chapter as the building blocks of interworking are reviewed.

¢ Chapter 2, “Introduction to OSPF”’—This chapter helps you understand the basic types of
routing protocols, their characteristics, and when it is best to use a certain protocol and uses that
information to build a deeper understanding of how to implement them in your network.

¢ Chapter 3, “OSPF Communication” — This chapter introduces you to how OSPF communicates
between routers running OSPF. This chapter covers how the link-state information is then entered
into the link-state database through OSPF’s use of Link-State Advertisement (LSA) and the various
internal OSPF protocols that define and allow OSPF routers to communicate.

e Chapter 4, “Design Fundamentals” — The foundation of understanding the purpose for using
OSPF and its operation as discussed in previous chapters is further expanded as the discussion of
OSPF performance and design issues are expanded. Within each of the design sections, a series of
“golden design rules” are presented. These rules can help you understand the constraints and
recommendations of properly designing each area within an OSPF network. In many cases, examples
are presented that draw upon the material presented, to further reinforce key topics and ideas.

e Chapter 5, “Routing Concepts and Configuration” —This is going to be a fun chapter that will
challenge you, the reader, and me, the author, to keep you interested in the different. We are going
to look at all the OSPF features, knobs, and functionality that are possible.
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Chapter 6, “Redistribution” and Chapter 7, “‘Summarization” —Redistribution and
summarization are interesting concepts, and these chapters decipher and demystify the challenges
you face when one routing algorithm is redistributed into another, when one of those protocols is
OSPF (of course), or when the OSPF routing table is optimized through summarization.

Chapter 8, “Managing and Securing OSPF Networks”—The management of your OSPF
network is just as important as the security. In fact, a case could be made that proper network
management is the most important aspect of having your network operate smoothly.

Chapter 9, “Troubleshooting OSPF” —This chapter builds upon the design theories and OSPF
communication processes as discussed throughout the book prior to this chapter. The basis for this
chapter is how to go about monitoring OSPF to ensure it is operating correctly and what to do if it
is not. There are certain troubleshooting procedures and techniques that you can use to determine
the causes of a network problem, which are covered as well.

Chapter 10, “BGP and MPLS in an OSPF Network” —This chapter covers some of the evolving
OSPF extensions and new capabilities as OSPF grows to embrace new technologies such as
Multiprotocol Label Switching (MPLS). This chapter begins this discussion by reviewing the difference
between an IGP and an EGP routing protocol, and then looks at how OSPF interacts with BGP.
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PART I

OSPF Fundamentals and
Communication

Chapter 1 Networking and Routing Fundamentals
Chapter 2 Introduction to OSPF

Chapter 3 OSPF Communication
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Networking and Routing
Fundamentals

Achievement: Unless you try to do something beyond what you have already mastered, you will never
grow.—Successories

In recent years, the growth of networks everywhere has accelerated as many organizations
move into the international business arena and join the Internet community. This expansion
continues to drive the development, refinement, and complexity of network equipment and
software, consequently resulting in some unique issues and exciting advances. You rarely
see an advertisement that does not contain the famous www prefix. In my hometown, one
of the local news stations now displays the e-mail address of its reporters as they deliver the
news! Is this the new economy in action, or is it just another example of too much infor-
mation? At least the media are feeding on their own now!

Can you imagine modern business or life without computers, fax machines and services,
e-mail, Internet commerce, automatic teller machines, remote banking, check cards, or
video conferencing? Even more importantly, today’s children think that these tools are
commonplace and that business cannot be done without them when they get to our age. |
hate to admit it, but I can clearly remember a time without the Internet and when Novell
ruled the office; however, nothing stands still in our industry, and some of us have known
that for quite a while.

Gordon Moore of Intel made an interesting observation in 1965, just 6 years after he
invented the first planar transistor. He observed that the “doubling of transistor density on
a manufactured die every year” would occur. Now almost 40 years later, his statement has
become known as Moore’s law, and it has continued to hold true. According to Intel

There are no theoretical or practical challenges that will prevent Moore’s law from being true for
another 20 years; this is another five generations of processors.

In 1995, Moore updated his prediction to indicate that transistor density would double once
every two years. Using Moore’s law to predict transistor density in 2012, Intel should have
the capability to integrate 1 billion transistors on a production die that will be operating at
10 GHz. This could result in a performance of 100,000 MIPS. This represents an increase
over the Pentium II processor that is similar to the Pentium II processor’s speed increase
over the 386 chip. That is impressive considering the sheer number of transistors on a chip
that you can hold in your hand! Figure 1-1 depicts Moore’s law.

%
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Figure 1-1  Moore’s Law
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Foundations of Networking

Many advanced features are being supported by the physical hardware through the appli-
cation of Moore’s law. Those of us responsible for networking these many devices follow
a theoretical framework that allows the required functionality to be deployed within our
networks. This framework is more commonly known as the OSI reference model.

OSI stands for open system interconnection, where open system refers to the specifications
surrounding the model’s structure as well as its nonproprietary public availability. Anyone
can build the software and hardware needed to communicate within the OSI structure. If
you know someone that has written a script to access information in a router, at some level,
he is following the OSI reference model.

Why Was the OSI Reference Model Needed?

Before the development of the OSI reference model, the rapid growth of applications and
hardware resulted in a multitude of vendor-specific models. In other words, one person’s
solution would not work with anyone else’s because there was no agreed-upon method,
style, process, or way for different devices to interoperate. In terms of future network
growth and design, this rapid growth caused a great deal of concern among network
engineers and designers because they had to ensure that the systems under their control
could interact with every standard. This concern encouraged the International Organization
of Standardization (ISO) to initiate the development of the OSI reference model.

- +/@
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The work on the OSI reference model was initiated in the late 1970s and came to maturity
in the late 1980s and early 1990s. The ISO was the primary architect of the model that is in
place today.

Characteristics of the OSI Layers

Figure 1-2 demonstrates how the layers are spanned by a routing protocol. You might also
want to contact Network Associates, as its protocol chart shows how almost every protocol
spans the seven layers of the OSI reference model. Figure 1-2 provides a good illustration
of how the seven layers are grouped in the model. For a better picture of how protocols are
positioned in the OSI reference model, visit to the following websites and request a copy
of the applicable posters:

Acterna (aka W&G) offers free OSI, ATM, ISDN, and fiberoptics posters at
www.acterna.com/shared/forms/poster_form.html.

Network Associates offers its Guide to Communications Protocols at
www.sniffer.com/dm/protocolposter.asp.
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Figure 1-2  How a Routing Protocol Spans the OSI Model

‘Game Protocols

Internet Management
i i Network News
Application (e bricco) omoT clP
Layer (NNTP) over

Simple Network

* Provides protocols

end-user rolocol

applications. Pv2)
“Provides.

Cisco Gateway
iscovery
Protocol (GDP)

standardized

services to
applications. Remote UNIX
Remole UNIX
Print (RPRINT)

Remote
UNIXWHO
Protocol

Network News
(Transfer Protocol
(NNTP)

Remole
UNIX Lot
(RLOGIN)

Hewiell

DECNet
NSP

Services

6

Presentation
gt weight
Layer resentaton
“Transiates the sender's dta Prtocol (LPP)
to the format of the receiver Exchange Data’

Representative

Provides data compression Protocol (XDR),

and encryption

5

Session Layer
“Establishes and termin

Radus Remote
‘Authentication
ial-In User
Service

Transport Layer
*Provides error free and reliable
packet delivery
*Fragments and reassembles
packets while managing
network layer connections

[Transport Control
Protocol (TCP)

User Datagram
Protocol (UDP)

3

Network Layer
“Addresses, switches, and
routes packets

Point-to-Point
(Tunneling (PPTP)

Generic Routing
ncapsulation
RE)

Packet Level
Protocol X.25

Serial Line over IP
(SLIP)

adose ™\ Reveso a7 (o sh;)
Protocol (ARP) (RARP)

Internet Protocol
(P)

Tntemet Control
Message Protocol
(ICMP)

Gisco Discovery
Protocol (CDP)

2 LLC 802.2
v
Logical Link Ethernet V.2
Layer Interpetwork
*Provides packet BPDU Bridgo
framing Spanning Tree
*Controls the Protocol
physicallayer flow of 802.2 Logical Link Control
data by mapping

between the layers

Type 1 Type 2 Type 3 SMT FODI
Gonnectionless | Connectionless | Connectionless Station
Senice Senice Service Management

FODI Tok
Ethemet Data Link s passing Aing EEE 802.6 Metropolitan
Contel Media Access ‘Area Network DQDB
Media Access
Control ANSI Media Access Conirol

1

Physical Layer

“Defines electrical and
hanical

1BASES
StarLAN

DSO PLCP-
64 Kby

Ps
6.703PLCP

charact chas
‘connectors, pinouts,
voltage and current
e

levels
*Provides the interface
network devices

10BASES
Thick

10 BASE2
Thin

10 Base
(A or P Fiber

40



—

%% é 0323FMf.book Page 9 Wednesday, March 12,2003 9:41 AM

Al

*

Understanding the Seven Layers of the OSI Reference Model 9

Table 1-1 outlines an effective mnemonic tool to help you remember the seven OSI layers
and their order, working either from Layer 7 down or from Layer 1 up.

Table 1-1 Mnemonics Used to Remember OSI Layers

OSI Layer (Upper to Lower) | Mnemonic | OSI Layer (Lower to Upper) | Mnemonic
Application (Layer 7) All Physical (Layer 1) Please
Presentation (Layer 6) people Data Link (Layer 2) do
Session (Layer 5) seem Network (Layer 3) not
Transport (Layer 4) to Transport (Layer 4) take
Network (Layer 3) need Session (Layer 5) sales
Data Link (Layer 2) data Presentation (Layer 6) peoples

v Physical (Layer 1) processing Application (Layer 7) advice

Understanding the Seven Layers of the OSI Reference
Model

The seven layers of the OSI reference model can be divided into two categories: upper
layers and lower layers. The upper layers are typically concerned only with applications,
and the lower layers primarily handle data transportation. The sections that follow examine
the three upper layers, the four lower layers, and the functions of each.

Upper Layers

The upper layers of the OSI reference model—35, 6, and 7—are concerned with application
issues. They are generally implemented only in software programs. The application layer
is the highest layer and is closest to the end user. Both users and application layer processes
interact with software programs that contain a communications component so that the
application can interact with the OSI model effectively. The sections that follow review the
functions of each upper layer in detail.

NOTE The term upper layer is often used to refer to any higher layer, relative to a given layer. The

opposite, lower layer; is used to refer to any layer below the one being discussed.

Layer 7—Application
The application layer essentially acts as the end-user interface. This is the layer where inter-
action between the mail application (cc:Mail, MS Outlook, and so on) or communications
package (Secure CRT for Telnet or FTP Voyager for FTP) and the user occurs. For example,

%
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when a user wants to send an e-mail message or access a file on the server, this is where the
process starts. Another example of the processes that occur at this layer are network file
system (NFS) use and the mapping of drives through Windows NT.

Layer 6—Presentation

The presentation layer is responsible for the agreement and translation of the communi-
cation format (syntax) between applications. For example, the presentation layer enables
Microsoft Exchange to correctly interpret a message from Lotus Notes. A historical
example of why the presentation layer is needed is when a sender is transmitting in
EBCDIC (8-bit) character representation to a receiver that needs ASCII (7-bit) character
representation. Another example of the actions that occur in this layer is the encryption and
decryption of data in Pretty Good Privacy (PGP).

Layer 5—Session

The session layer responsibilities range from managing the application layer’s transfer of
information to the data transport portion of the OSI reference model. An example is Sun’s
or Novell’s Remote Procedure Call (RPC), which uses Layer 5.

Lower Layers

The lower layers of the OSI reference model—1, 2, 3, and 4 —handle data transport issues.
The physical and data link layers are implemented in hardware and software. The other
lower layers are generally implemented only in software. These lower layers are the ones
that network engineers and designers need to focus on to be successful. The sections that
follow review the functions of each of the lower layers in detail.

Layer 4—Transport

The transport layer is responsible for the logical transport mechanism, which includes
functions conforming to the mechanism’s characteristics. For example, the transmission
control protocol (TCP), a logical transport mechanism, provides a level of error checking
and reliability (through sequence numbers) to the transmission of user data to the lower
layers of the OSI reference model. This is the only layer that provides true source-to-desti-
nation, end-to-end connectivity through the use of routing protocols such as open shortest
path first (OSPF) or the file transfer protocol (FTP) application as examples of TCP.

Contrast the presence of TCP with the user datagram protocol (UDP), which is an
unreliable protocol that does not have the additional overhead that provides error checking
and reliability like TCP. Some common examples of UDP-based protocols are Trivial File
Transfer Protocol (TFTP) and Simple Network Management Protocol (SNMP). The most
common usage of UDP is streaming media solutions, such as Real Audio.

4~ 40
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Layer 3—Network

The network layer determines a logical interface address. Routing decisions are made based
on the locations of the Internet protocol (IP) address in question. For example, IP addresses
establish separate logical topologies, known as subnets. Applying this definition to a LAN
workstation environment, the workstation determines the location of a particular IP address
and where its associated subnet resides through the network layer. For example, there might
be subnet 10.10.10.x, where the customer service people have their workstations or servers,
and another subnet 10.20.20.x, where the finance people have their servers or workstations.
IP addressing is discussed in more detail later in the section “Internet Protocol Addressing.”
Until then, remember that a logical IP address can have three components: network, subnet,
and host.

Layer 2—Data Link

The data link layer provides framing, error, and flow control across the network media
being used. An important characteristic of this layer is that the information that is applied
to it is used by devices to determine if the packet needs to be acted upon by this layer (that
is, proceed to Layer 3 or discard). The data link layer also assigns a media access control
(MAC) address to every LAN interface on a device. For example, on an Ethernet LAN
segment, all packets are broadcast and received by every device on the segment. Only the
device whose MAC address is contained within this layer’s frame acts upon the packet; all
others do not.

It is important to note at this point that serial interfaces do not normally require unique
Layer 2 station addresses, such as MAC addresses, unless it is necessary to identify the
receiving end in a multipoint network. On networks that do not conform to the IEEE 802
standards but do conform to the OSI reference model, the node address is called the data
link control (DLC) address. For example, in Frame Relay, this Layer 2 address is known as
the data-link connection identifier (DLCI).

MAC addresses are 6 bytes or 48 bits in size, of which 24 bits are dedicated for Organi-
zation Unique Identification (OUI) and 24 bits are for unique identification. See the
Institute of Electrical and Electronic Engineers (IEEE) website for more information.

The IEEE assigns Ethernet address blocks to manufacturers of Ethernet network interface
cards. The first 3 bytes of an Ethernet address are the company ID, and the last 3 bytes are
assigned by the manufacturer. Table 1-2 shows an example of an Ethernet address that is
assigned to Cisco Systems.
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Table 1-2 Example Ethernet Address
Organization Unique ID Assigned by Cisco
00 00 0C 01 23 45

When discussing MAC addresses, some people refer to the Organization Unique IDs as the
vendor ID or OID. All are correct; however, the IEEE uses the term shown in Table 1-2.

Layer 1—Physical
The physical layer, the lowest layer of the OSI reference model, is closest to the physical
network medium (for example, the network cabling that connects various pieces of network
equipment). This layer is responsible for defining information regarding the physical
media, such as electrical, mechanical, and functional specifications to connect two systems.
The physical layer is composed of three main areas: wires, connectors, and encoding.
Figure 1-3 shows the relationship among the seven layers.

Figure 1-3  Detailed OSI Layer Relationships
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OSI Reference Model Layers and Information Exchange

The seven OSI layers use various forms of control information to communicate with their
peer layers in other computer systems. This control information consists of specific
requests and instructions that are exchanged between peer OSI layers. Control information
typically takes one of two forms:

® Headers— Appended to the front of data passed down from upper layers
® Trailers— Appended to the back of data passed down from upper layers

OSI layers are not necessarily required to attach a header or trailer to upper-layer data, but
they typically do.

Headers, Trailers, and Data

Headers (and trailers) and data are relative concepts, depending on the layer that is
analyzing the information unit at the time.

For example, at the network layer, an information unit consists of a Layer 3 header and data,
known as the payload. At the data link layer (Layer 2), however, all the information passed
down by the network layer (the Layer 3 header and the data) is treated simply as data. In other
words, the data portion of an information unit at a given OSI layer can potentially contain headers,
trailers, and data from all the higher layers. This is known as encapsulation. Figure 1-4 shows
the header and data from one layer that are encapsulated in the header of the next-lowest
layer.

Figure 1-4  OSI Packet Encapsulation Through the OSI Layers

Host A Information Units Host B
Application Application
Presentation Presentation
Session Session
Transport ’Header 4 ‘ Data ‘ Transport
Network ’ Header 3 ‘ Data ‘ Network
Data Link || Header 2 | Data | DataLink
Physical ’ Data ‘ Physical
‘ Network ‘

This discussion described the framework that is used to tie networks together. There are
now hundreds of online and print references that spend even more time discussing the OSI
model, but for this text, the level of discussion presented here is appropriate. However, note
that how networks communicate has not been discussed. The following section reviews the
basic principles of TCP/IP—the de facto standard for communication on the Internet.

%
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TCP/IP Protocol Suite

Figure 1-5

A protocol is a set of rules and conventions that govern how devices on a network exchange
information. This section discusses one of the more commonly used protocol suites: TCP/IP.
This discussion does not provide sufficient information for an in-depth study of TCP/IP.
Nevertheless, TCP/IP needs to be covered to some degree so that you can better understand
the overall operation of network protocols; these discussions are expanded in later chapters
concerning OSPF.

The TCP/IP protocol suite is also referred to as the TCP/IP stack, and it is one of the most
widely implemented internetworking standards in use today. The term TCP/IP literally
means Transmission Control Protocol/Internet Protocol. TCP and IP are the two core
protocols that exist within the TCP/IP protocol suite, and their place in the TCP/IP protocol
stack is clarified in the following paragraphs.

TCP/IP was originally developed for ARPAnet, a U.S. Government packet-switched WAN,
over 25 years ago. Although at the time, the Internet was a private network and TCP/IP was
designed specifically for use within that network, TCP/IP has since grown in popularity and
is one of the most open protocols available for use in networks today. This growth and
popularity is primarily due to TCP/IP’s capability to connect different networks regardless
of their physical environments. This has made TCP/IP today’s de facto standard on the
Internet and in the majority of today’s networks, large and small.

TCP/IP is not 100 percent compatible with the OSI reference model; however, TCP/IP can run
over OSI-compliant lower layers, such as the data link and physical layers of the OSI model.
TCP/IP can communicate at the network layer as well using IP. Essentially, layers 3 and below
in the OSI reference model are close to the original TCP/IP structure. Figure 1-5 illustrates this
mapping of layers between the OSI model and the TCP/IP protocol.

OSI Model-to—TCP/IP Mappings
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7 Application
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TCP/IP Functions

Whereas OSI was a structure for networks, you can consider TCP/IP the language of the
networks. When combined, networks create a diverse and powerful network —the Internet.
This section reviews the major functionality of TCP/IP in general and then TCP and IP in turn.

The term segment describes a unit of data at the TCP layer. At the IP layer, it is called a
packet, and at the lower layers, it is called a frame. The various names are shown in Figure 1-3.

If a message is too large for the underlying network topologys, it is up to the IP layer to
fragment the datagram into smaller parts. For example, Ethernet frame sizes differ from
what is allowable in Token Ring; therefore, IP handles the size changes as needed.

Different paths might be available through the Internet, between a source and a destination
station. Fragments of a datagram might take different paths through a network. So, when
messages arrive at the destination station, the IP protocol stack must sequence them and
reassemble them into their original datagram. Each datagram or fragment is given an IP
header and is transmitted as a frame by the lower layers.

NOTE In addition to the two network layer protocols (IP and Internet control message protocol
[ICMP]) and the two transport layer protocols (TCP and UDP), the TCP/IP suite includes
a cluster of protocols that operates at the upper layers, such as FTP, Telnet, and so on.

Some of these are TCP/IP-specific, and some are protocols that can run with TCP/IP but
originate elsewhere; however, discussion of these advanced protocols is beyond the scope
of this book.

A good resource for further reading on the subject of TCP/IP is TCP/IP Illustrated, Volume 1,
by Richard Stevens. It is somewhat dated in its examples, but the text is definitive. Also, by
the time you read this, Stevens’s second edition should be published. Hopefully, the high
standards of the original volume will be maintained because Mr. Stevens has regretfully
passed away and did not revise the first edition.

TCP Overview

Within this suite of protocols, TCP is the main transport layer protocol that offers
connection-oriented transport services. TCP accepts messages from upper-layer protocols
and provides the messages with an acknowledged reliable connection-oriented transport
service to the TCP layer of a remote device. TCP provides five important functions within
the TCP/IP protocol suite:

® Provides format of the data and acknowledgments that two computers exchange to
achieve a reliable transfer

Ensures that data arrive correctly

Distinguishes between multiple destinations on a given machine

4~ 40
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® Explains how to recover from errors

® Explains how a data stream transfer is initiated and when it is complete

IP Overview

IP is the main network-layer protocol. It offers unreliable, connectionless service because
it depends on TCP to detect and recover from lost packets when TCP is being used. Alter-
natively, when UDP is used, there is no recovery of lost packets because UDP does not have
that capability. IP provides three important functions within the TCP/IP protocol suite:

® Defines the basic format and specifications of all data transfer used throughout the
protocol suite

®  Performs the routing function by choosing a path to the required destination over
which data is to be sent

Includes the previously mentioned functions as well as those covering unreliable
packet delivery

Essentially, these functions cover how packets should be processed, what error message
parameters are, and when a packet should be discarded.

Types of Network Topologies

The preceding sections discussed the evolution of today’s advanced networks and the
building blocks that have evolved to make them what they are today —that is, the OSI
reference model and the TCP/IP protocol. The sections on the OSI reference model
described the essential means of how data is transported between the various layers that are
running on all intranet devices. The TCP/IP section reviewed the protocols’ characteristics.
This section addresses the media that operates in your network. The sections that follow
review both LAN and WAN topologies.

Local-Area Networks

LANSs connect workstations, servers, legacy systems, and miscellaneous network-acces-
sible equipment, which are, in turn, interconnected to form your network. The most
common types of LANSs are as follows:

® Ethernet— A communication system that has only one wire with multiple stations
attached to the single wire; the system operates at a speed of 10 Mbps. Ethernet is
currently traditionally found based on copper wire. You can contrast this with Fast
Ethernet and Gigabit Ethernet, which have been developed on both copper wire and
fiberoptic cabling.

4~ 40
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® Fast Ethernet— An improved version of Ethernet that also operates with a single wire
with multiple stations. However, the major improvement is in the area of speed; Fast
Ethernet operates at a speed of 100 Mbps.

® Gigabit Ethernet — Yet another version of Ethernet that allows for operational speeds
of 1 Gbps. The functional differences between copper- and fiber-based Gigabit
Ethernet can affect design and operation.

® Token Ring—One of the oldest “ring” access techniques that was originally proposed
in 1969. It has multiple wires that connect stations by forming a ring and operates at
speeds of 4 Mbps and 16 Mbps. Token Ring is mentioned here as a courtesy to IBM
(its creator); it is rarely used today.

® Fiber distributed data internetworking (FDDI)— A dual fiberoptic ring that
provides increased redundancy and reliability. FDDI operates at speeds of 100 Mbps.
FDDI is still in use, but Gigabit Ethernet and Synchronous Optical Network
(SONET), mentioned in the next section, might make FDDI obsolete.

Figure 1-6 shows a typical Ethernet LAN.

Figure 1-6  Typical Ethernet LAN
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For further information on this subject, visit the following website:

www.ethermanage.com/ethernet/ethernet.html

Wide-Area Networks

WANS are used to connect physically separated applications, data, and resources, thereby
extending the reach of your network to form an intranet. The ideal result is seamless access
to remote resources from geographically separated end users. The most common types of
WAN connectivity technologies include the following:

® Frame Relay— A good, connection-oriented, frame-switched protocol for connecting
sites over a WAN. Frame Relay is a great solution for enterprise networks that require
a multipoint WAN media.

4~ 40
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® Leased lines— A dedicated connection from two distinct points that commonly uses
the point-to-point protocol to provide various standards through encapsulation for IP
traffic between serial links.

® Asynchronous transfer mode (ATM)— ATM is an International Telecommunications
Union-Telecommunication Standardization Sector (ITU-T) standard for cell relay.
Information is conveyed in small, fixed-size cells. ATM is a high-speed, low-delay
multiplexing and switching technology that can support any type of user traffic, including
voice, data, and video applications that are defined by the American National Standards
Institute (ANSI) and International Telecommunication Union-Telecommunication
Standardization Sector (ITU-T) standards committees for the transport of a broad range of
user information. ATM is ideally suited to applications that cannot tolerate time delay, as
well as for transporting IP traffic.

® Integrated Systems Digital Network (ISDN)—Consists of digital telephony and
data transport services using digitization over a specialized telephone network. The
future of ISDN is in question because of the development of digital subscriber line and
cable modem technologies.

® Digital subscriber line (DSL)— An always-on Internet connection that is typically

billed monthly, usually for a fixed price and unlimited usage. DSL, when installed as
a wall socket, looks much like a phone socket. In the United States, the wall socket is,
in fact, a phone socket and, for the popular residential type of DSL (asymmetric
digital subscriber line [ADSL]), the phone wiring does indeed carry phone and data
signals. The key advantage of DSL over dial-up modems is its speed. DSL is from several
to dozens of times faster than a dial-up modem connection. DSL is also a great way to save
money compared to pay-per-minute ISDN data lines or expensive T1 lines.

® (Cable modem— Refers to a modem that operates over the ordinary cable TV network
cables. Because the coaxial cable used by cable TV provides much greater bandwidth
than telephone lines, a cable modem can be used to achieve extremely fast access to
the World Wide Web. The term “Cable Modem is a bit misleading, as a Cable Modem
works more like a LAN interface than as a modem. Basically, you just connect the
Cable Modem to the TV outlet for your cable TV, and the cable TV operator connects
a Cable Modem Termination System (CMTS) in his end (the Head-End).

® SONET — An optical fiber-based network created by Bellcore in the mid-1980s. It is
now an ANSI standard. The international equivalent of SONET is synchronous digital
hierarchy (SDH). SONET defines interface standards at the physical layer of the OSI
seven-layer model. The SONET ANSI standard defines a hierarchy of interface rates
that allow data streams of different rates to be multiplexed from optical carrier (OC)
levels, from 51.8 Mbps (about the same as a T-3 line) to 2.48 Gbps. The international
equivalent of SONET, standardized by the ITU, is called SDH. SONET is considered
to be the foundation for the physical layer of broadband ISDN (BISDN). Asynchronous
transfer mode runs can also run on top of SONET as well as on top of other
technologies.

4~ 40
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® Dense wave division multiplexing (DWDM) — An optical multiplexing technique
that is used to increase the carrying capacity of a fiber network beyond what can
currently be accomplished by time-division multiplexing (TDM) techniques. DWDM
replaces TDM as the most effective optical transmission method. Different wavelengths
of light are used to transmit multiple streams of information along a single fiber with
minimal interference. Using DWDM, up to 80 (and theoretically more) separate
wavelengths or channels of data can be multiplexed into a light stream that is
transmitted on a single optical fiber. DWDM is also sometimes called wave division
multiplexing (WDM). Because each wavelength or channel is demultiplexed at the
end of the transmission back into the original source, different data formats being
transmitted at different data rates can be transmitted together. DWDM will allow SONET
data and ATM data to be transmitted at the same time within the optical fiber.

These WAN technologies are only briefly covered in this book. However, their connectivity
and protocol characteristics are compared. Figure 1-7 shows some of the basic differences
and choices that are considered when switching is involved.

Figure 1-7  Available WAN Technology Options

/ WAN OptiOﬂS \
Dedicated Switched
Cable Modems Leased Lines: Circuit Packet/Cell
DSL Fractional T1/E1 Switched Switched
T1/EA1
T3/E3
Basic Telephone X.25
Service Frame Relay
ISDN (PVCs & SVCs)
Switched 56 ATM

SMDS

Table 1-3 summarizes the various carrier speeds and characteristics. This information is a
good reference going forward and as the industry develops higher speeds.
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Table 1-3 Carrier Rates and Transmission Characteristics*
Digital Signal Circuit Number of Equivalent Equivalent
(DS) Name Bit Rate DSO0s Used T-Carrier Name E-Carrier Name
DSO 64 Kbps 1 - -
DS1 1.544 Mbps 24 T-1 -
- 2.048 Mbps 32 - E-1
DS1C 3.152 Mbps 48 - -
DS2 6.312 Mbps 96 T-2 -
- 8.448 Mbps 128 - E-2
- 34.368 Mbps 512 - E-3
DS3 44.736 Mbps 672,0r 28 DS1s | T-3 -
- 139.264 Mbps 2048 - E-4
DS4/NA 139.264 Mbps  |2176 - -
DS4 274.176 Mbps | 4032 - -
- 565.148 Mbps |4 E-4 Channels - E-5
SONET Signal Bit Rate SDH Signal SONET Capacity SDH Capacity
OC-1 (STS-1) 51.84 Mbps STM-0 28 DS—1sor 1 DS-3 21 Els
OC-3 (STS-3) 155.52 Mbps STM-1 84 DS—1s or 3 DS-3s 63 Elsor 1 E4
0OC-12 (STS-12) 622.08 Mbps STM—4 336 DS—1s or 12 DS-3s 252 Els or 4 E4s
0C—48 (STS-48) 2.488 Gbps STM-16 1344 DS-1s or 48 DS-3s 1008 Els or 16 E4s
OC-192 (STS-192) |10 Gbps STM-64 5376 DS—1s or 192 DS-3s | 4032 Els or 64 E4s
0C-256 13.271 Gbps - - -
OC-768 40 Gbps - - -
*#STS-1 is electrical equivalent of OC-1 EO = 64 kbps
STS-1=0C1 =51.84 Mbps (base rate) 4*El =E2
STS-3=0C3 = STM-1 = 155 Mbps 4*E2=E3

STS-9 = OC9 = STM-3 =9 times base rate (not used)
STS-12 = 0OC12 = STM-4 = 622 Mbps

STS-18 = OC18 = STM-6 = 18 times base rate (not used)
STS-24 = OC24 = STM-8 = 24 times base rate (not used)

STS-36 = 0C36 = STM-12 = 36 times base rate (not used)
STS-48 = 0C48 = STM-16 = 2.5 Gbps
E1 =32 64-kbps channels = 2.048 Mbps

E3 =34 Mbps in or around

STM = synchronous transport module (ITU-T)

STS = synchronous transfer signal (ANSI)

OC = optical carrier (ANSI)

Although an SDH STM-1 has the same bit rate as the

SONET STS-3, the two signals contain different frame
structures.

%
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IP Addressing

Figure 1-8

This section discusses IP addressing methodology, basic subnetting, variable-length subnet
masking (VLSM), and classless interdomain routing (CIDR).

In a properly designed and configured network, communication between hosts and servers
is transparent. This is because each device that uses the TCP/IP protocol suite has a unique
32-bit IP address. A device reads the destination IP address in the packet and makes the
appropriate routing decision based on this information. In this case, a device might be either
the host or server using a default gateway or a router using its routing table to forward the
packet to its destination. Regardless of what the device is, the communication is easily
accomplished and transparent to the user as a result of proper IP addressing.

IP addresses can be represented as a group of four decimal numbers, each within the range
of 0 to 255. Each of these four decimal numbers is separated by a decimal point. The
method of displaying these numbers is known as dotted decimal notation. Note that these
numbers can also be displayed in both the binary and hexadecimal numbering systems.
Figure 1-8 illustrates the basic format of an IP address as determined by using dotted
decimal notation.

IP Address Format as Determined by Dotted Decimal Notation

<«— 8 bits — <«— 8 bits — <«— 8 bits — <— 8 bits —
Range Range Range Range
0-255 0-255 0-255 0-255
172 o 24 o 248 o 100
1st Octet 2nd Octet 3rd Octet 4th Octet

Remember that the “range” shown in decimal relates to
binary values per byte from 00000000 to 11111111,

IP addresses have two primary logical components, network and host portions, the difference
and use of which is extremely important. A third component, the subnet, is also used. A
network address identifies the logical network and must be unique; if the network is to be
a part of the Internet, the network must be assigned by American Registry for Internet
Numbers (ARIN) in North America, Réseaux IP Européens (RIPE) in Europe, and Asia
Pacific Network Information Centre (APNIC) in Asia. A host address, on the other hand,
identifies a host (device) on a network and is assigned by a local administrator.
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NOTE

Consider a network that has been assigned an address of 172.24. An administrator then
assigns a host the address of 248.100. The complete address of this host is 172.24.248.100.
This address is unique because only one network and one host can have this address.

In many cases when dealing with advanced networking topics such as OSPF, the latest trend
is to write IP addresses as follows: x.x.x.x/8 or /16 or /24. This has become an accepted
method of shorthand for IP addressing. The number to the right of the slash (/) represents
the number of bits in the subnet mask.

Class A Addresses

NOTE

In a Class A address (also known as /8), the first octet contains the network address and the
other three octets make up the host address. The first bit of a Class A network address must
be set to 0. Although mathematically it would appear that there are 128 possible Class A
network addresses (the first bit is set to 0), the address 00000000 is not available, so there
are only 127 such addresses. This number is further reduced because network 127.0.0.0 is
reserved for loopback addressing purposes and 10.0.0.0 is a reserved private range. This
means that only 126 Class A addresses are available for use. However, each Class A address
can support 126 networks that correspond to 16,777,214 node addresses per Class A
address.

IP addresses or masks of either all 1s or all Os in each octet are not usually allowed or used
in a classful network implementation. The introduction of CIDR now allows most service
providers to assign addresses in /19 or /20.

Cisco has made exceptions in using all 1s or all Os, but for this discussion, consider this
practice as being not allowed.

Class B Addresses

In a Class B (also known as /16) address, the network component uses the first two octets
for addressing purposes. The first 2 bits of a Class B address are always 10; that is, 1 and
0, not ten. The address range would then be 128.0.0.0 to 191.255.255.255. This makes
available the first 6 bits of the first octet and all 8 bits of the second octet, thereby providing
16,384 possible Class B network addresses. The remaining octets are used to provide over
65,534 hosts per Class B address.
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Class C Addresses

In a Class C (also known as /24) address, the first three octets are devoted to the network
component. The first 3 bits of a Class C address must be 110. The address range would then
be 192.0.0.0 to 223.255.255.255. This leaves 5 bits of the first octet and 8 bits of the second
and third octets, thereby providing 2,097,152 possible Class C addresses. The node address
is determined by the last octet, which provides 254 nodes per network.

Class D Addresses

Class D addresses are special addresses that do not refer to individual networks. The first 4
bits of these addresses are 1110. The address range would then be in the range of 224 to
239. Class D addresses are used for multicast packets, which are used by many different
protocols to reach multiple groups of hosts (such as ICMP router discovery or Internet
group membership protocol [IGMP], which is gaining in popularity since its release in
Cisco IOS Software Release 11.2).

Consider these addresses as being preprogrammed within the logical structure of most
network components in that when they see a destination address of this type within a packet,
the address triggers a response. For example, if a host sends a packet out to the destination IP
address 224.0.0.5, all routers (using OSPF) on this address’s Ethernet segment respond.

Class E Addresses

Addresses in the range of 240.0.0.0 to 255.255.255.255 are termed Class E addresses. The
first octet of these addresses begins with the bits 1111. These addresses are reserved for
future additions to the IP addressing scheme. These future additions might or might not
come to fruition with the advent of IP version 6 (IPv6).

In most networks, the assigned IP addresses have been broken into parts that logically relate
to different areas. For example, part of an IP address identifies a particular network, part
identifies a subnet (that is, subnetwork), and part identifies a specific host within that
subnetwork (that is, a subnet).

The following three blocks of IP address space for private networks have been reserved
according to RFC 1918, “Address Allocation for Private Internets”:

® 10.0.0.0-10.255.255.255—Single Class A network numbers
® 172.16.0.0-172.31.255.255 — Contiguous Class B network numbers
® 192.168.0.0-192.168.255.255 — Contiguous Class C network numbers

NOTE You can also write these three networks as 10/8,172.16/12,and 192.168/16, using the slash
method to represent the address.

.
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How IP Addresses Are Used

Routers examine the most significant or left-most bit of the first octet when determining the
class of a network address. This technique of reading IP addresses (also known as the first
octet rule) is discussed further as the different classes of addresses are defined.

Table 1-4 provides information regarding the different IP address classes. Note that in the
format column, N equals the network number and H equals the host number. Also, for Class
A addresses, one address is reserved for the broadcast address and one address is reserved
for the network.

Table 1-4 1P Address Quick-Reference Information

Maximum
High- Network/ Number of
Class |Format Purpose Order Bit | Address Range Host Bits Hosts
A N.HHH |Large 0 1.0.0.0- 7124 16,777,214
organizations 126.255.255.255 (224-2)
B N.NHH |Medium 10 128.0.0.0— 14/16 65,534
organizations 191.255.255.255 (216-72)
C N.N.NH |Small 110 192.0.0.0- 22/8 254
organizations 223.255.255.255 (28-2)
D N/A Multicast 1110 224.0.0.0- N/A N/A
239.255.255.255
E N/A Experimental 11110 240.0.0.0- N/A N/A
254.255.255.255

Tables 1-5 through 1-7 list the number of hosts and subnets for Class A, B, and C IP
addresses. For the subnets and hosts, all Os and 1s are excluded.

Table 1-5 Host/Subnet Quantities for Class A IP Addresses

Number of Bits Subnet Mask Effective Subnets | Effective Hosts
2 255.192.0.0 2 4,194,302

3 255.224.0.0 6 2,097,150

4 255.240.0.0 14 1,048,574

5 255.248.0.0 30 524,286

6 255.252.0.0 62 262,142

7 255.254.0.0 126 131,070

8 255.255.00 254 65,534
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Table 1-5

Table 1-6

Host/Subnet Quantities for Class A IP Addresses (Continued)

Number of Bits

Subnet Mask

Effective Subnets

Effective Hosts

9 255.255.128.0 510 32,766
10 255.255.192.0 1022 16,382
11 255.255.224.0 2046 8190
12 255.255.240.0 4094 4094
13 255.255.248.0 8190 2046
14 255.255.252.0 16,382 1022
15 255.255.254.0 32,766 510

16 255.255.2550 65,534 254

17 255.255.255.128 131,070 126
18 255.255.255.192 262,142 62

19 255.255.255.224 524,286 30

20 255.255.255.240 1,048,574 14

21 255.255.255.248 2,097,150 6

22 255.255.255.252 4,194,302 2

Host/Subnet Quantities for Class B IP Addresses

Number of Bits Subnet Mask Effective Subnets Effective Hosts
2 255.255.192.0 2 16,382
3 255.255.2240 6 8190
4 255.255.240.0 14 4094

5 255.255.248.0 30 2046

6 255.255.2520 62 1022
7 255.255.2540 126 510

8 255.255.255.0 254 254

9 255.255.255.128 510 126

10 255.255.255.192 1022 62

11 255.255.255.224 2046 30

12 255.255.255.240 4094 14

13 255.255.255.248 8190 6

14 255.255.255.252 16,382 2

%

—




%% 6%8 0323FMf.book Page 26 Wednesday, March 12,2003 9:41 AM

26 Chapter 1: Networking and Routing Fundamentals

Table 1-7 Host/Subnet Quantities for Class C IP Addresses

Number of Bits Subnet Mask Effective Subnets Effective Hosts
2 255.255.255.192 2 62
3 255.255.255.224 6 30
4 255.255.255.240 14 14
5 255.255.255.248 30 6
6 255.255.255.252 62 2
NOTE You can derive the maximum number of hosts in each of the address classes by doing the

following calculation: N.H.H.H for H * H * H = total number of hosts, where (256 * 256 *
256) —2 = 16 million, N is the network number, and H is the host. (The calculation actually
results in 16,777,214 but is rounded to 16 million.)

Figure 1-9 shows the various IP address classes by network and host components.

Figure 1-9 [P Addresses by Class

No. Bits 7 24 >

Class A 0 Network Host Host Host

||
128 64 3216 8 4

|
2 1

< 14 < 16 >
Class B 110 Network Network Host Host
21 8
Class C 11110 Network Network Network Host

The IP addresses that are assigned to most networks have been broken into parts that
logically relate to the different areas of each network. For example, part of an IP address
identifies a particular network, part identifies a subnet (that is, a subnetwork), and part
identifies a specific host within that subnetwork (that is, a host).

4~ 40
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Role of IP Addresses

Figure 1-10

IP uses a hierarchical addressing structure. A router simply sends the packet to the next hop
in the route to reach its destination. For example, if a packet has a destination IP address of
172.24.50.10, the router begins with the first octet (172) and searches its routing tables for
it. When a match is found, the router then adds the next octet (24) to its search until enough
information is learned so that the router can send the packet to its next destination. This
router behavior is known as the longest match rule.

If the router does not have enough information to route the packet, the packet is dropped.
Routers make their hierarchical decisions based on the network and host components of an
IP address, as demonstrated in Figure 1-10.

Example of a Hierarchical IP Address

IP address
32 bits in length

Network Host

—

Network or IP
Address Class
aka Prefix

Class A address is 8 bits long and always starts with 0
Class B address is 16 bits long and always starts with 10
Class C address is 24 bits long and always starts with 110

Another good example of the hierarchical addressing technique used by routers is your
phone number. For example, if the phone number 919-779-xxxx is dialed, the phone system
knows that 919 is located in North Carolina, 779 is in the Raleigh area, and the last four
numbers are assigned to a residence. An interesting side note here is that the telephone
system is also running out of numbers, hence the implementation of the new toll-free
extension, 888. Even in the use of phone numbers, you can see how technology has depleted
the “bank” of possible numbers as a result of the use of modems, pagers, cellular phones,
personal 800 numbers, and multiple phone lines in a residence.

How IP Addresses Are Read

Routers examine the most significant or left-most bit of the first octet when determining the
class of a network address. This technique of reading IP addresses (also known as the first
octet rule) is discussed further as the different classes of addresses are defined.

A router usually has an interface to which it connects. This interface is assigned an IP
address and subnet mask. Devices trying to reach a host within the network that are
assigned to that interface are routed through the interface. For example, consider a Token

%

+/@



%% é 0323FMf.book Page 28 Wednesday, March 12,2003 9:41 AM

Al

28 Chapter 1: Networking and Routing Fundamentals

Ring interface with an IP address of 172.24.248.100. The router knows that packets going
into or coming out of network 172.24.0.0 need to interact with this interface.

IP Subnet Addressing

The need for subnetting has resulted in the massive growth of networks in the past decade.
As the available address space rapidly continues to shrink, network managers need to use
the existing space more efficiently; hence, subnetting was born.

Additional benefits to using subnetting are as follows:
® Efficient use of available network addresses
® Flexibility in planning network growth and design
® (Capability to contain broadcast traffic

®  Availability of local administrative control

NOTE Broadcast traffic is defined as data packets that are sent to all nodes on a network.
Broadcasts are identified by a broadcast address of all 1s.

To better understand subnets, consider them to be extensions of the network number. Essen-
tially, you are reassigning part of what is officially the host address space to act as an
additional network address.

Use the following steps to assign addresses in a subnetted network:
Step1 Define the subnet mask.

Step2 Assign an address to each subnet.

Step 3 Assign IP addresses to each node.

In many organizations, subnets divide one large network into a number of smaller networks.
For example, the previously mentioned Class B network (172.24.0.0) can be subdivided
into 256 subnets: 172.24.0.0, 172.24.1.0, 172.24.2.0, and so on. Each subnet would have
254 hosts per subnet.

NOTE According to RFC 1812, Section 5.3.5.3, all-subnet broadcast is no longer supported, so an
all 1s subnet is now allowed.
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Subnet Masking

Subnet masks use the same representation technique that regular IP addresses use.
However, the subnet mask has binary 1s in all bits that specify the network field. Essen-
tially, a subnet mask is a 32-bit number that is applied to an IP address to override the
default network or node address convention. The subnet mask also tells the router which
octets of an IP address to pay attention to when comparing the destination address of a
packet to its routing table.

For example, for the subnet 172.24.1.0 to be properly configured, you must apply a mask
0f 255.255.255.0. This gives you a complete IP subnet address of 172.24.1.0255.255.255 0.
If you were to then apply this to an Ethernet interface of a router, and a packet came into
the router with a destination address of 172.24.1.30, the router would be able to route the
packet appropriately because it knows (through the assigned IP address and mask) that any
packet destined for the network 172.24.1.0 is to be sent out the router’s Ethernet interface.

All class addresses have default subnet masks because the subnet bits come from the high-
order bits of the host field. The following list provides the default subnet masks that are
used for each class of IP address:

® (Class A—255.0.0.0 default mask
® (Class B—255.255.0.0 default mask
® (Class C—255.255.255.0 default mask

These default masks have a binary 1 in every position that corresponds to the default
network address component of the appropriate IP address class.

Now that you are familiar with the technical explanation of subnet masking, further
discussion is in terms that are easier to understand. The most important thing to remember
about subnet masks is that you cannot assign IP addresses with no consideration. The
question then becomes, “Why should I use subnetting on my network?”” You should do so to
route across your network. Then you might ask, “Why route?”” Complicated and convoluted,
isn’tit?

For the purpose of this discussion, assume that you have a large Ethernet segment that is so
full of users that the collisions occurring on it are negatively impacting the users’ and the
segments’ performance. The easy fix is to use a bridge that enables you to split the network
but retain connectivity. The problem here is that bridges use MAC addresses to make
decisions on where to forward packets. However, if the bridge does not know where to send
a packet, it resorts to broadcasting it to everyone. Your slow, busy Ethernet segment will
have been split into two segments; your network performance should increase as a result.
The problem is that as you begin to connect more segments, you end up with broadcasts
flowing all across the network to the point that the intranet might come to a standstill. Large
amounts of broadcasts, such as those described here, are typically called broadcast storms,
which are a bad thing. What is needed is a piece of hardware with more intelligence —the
router, which can segment multiple broadcast domains.
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In general terms, the router connects multiple networks and makes decisions on if it should
forward packets based on the packets’ addresses. The router has been designed to drop all
packets if it does not know where to forward them; hence, there are no more out-of-control
broadcasts.

For example, suppose you have network 172.24.0.0 out interface #1 of your router and
network 10.37.0.0 out interface #2. First, IP addresses must be assigned to each router
interface—assume xxx.xxx.1.l —and at least one PC would need to be on each network.
Figure 1-11 demonstrates this scenario.

Figure 1-11  Basic Subnetting Example
PC-A Router PC-B
U Interface #1 _’*}’:\ Interface #2 ! ’
5 172.24.1 1 § ‘ 10.37.1.1 5

IP address IP address
172.24.50.10 10.37.100.212
is assigned to is assigned to

this PC this PC

A router does not learn about every available address. Instead, the router believes that if
interface 1 has an IP address of 172.24.1.1255.255.0.0, all packets destined for the
172.24.0.0 network must be located on that interface. To recap, if the router receives a
packet that is not destined to either of the networks it knows about (in this case, 172.24.0.0
or 10.37.0.0), that packet is dropped (erased) from the router’s memory.

If PC A is trying to communicate with PC B, the packet’s destination IP address will be
10.37.100.212. So, how does the router know that this IP address is located in the same
network as the IP address that is assigned to its interface (10.37.1.1)? Simply put, the subnet
mask must be entered. Therefore, when you assign the IP address 10.37.1.1 to interface 2,
you must also specify a subnet mask.

TIP Every interface in a router must be assigned a local subnet mask. Fortunately, Cisco routers
do not accept an IP address without a mask.

If you assigned a subnet mask of 255.255.0.0 to interface 2, you are telling the router when
it needs to make a routing decision on a packet if the first two octets of the destination IP
address match (10.37). The router then forwards the packet out interface 2. This is because,
when designing a subnet mask, 255 in a subnet mask indicates that the router needs an exact
match, whereas 0 means that this octet’s value is not important.

If you give that interface a subnet mask of 255.255.255.0, you are telling the router to look
only at the first three octets of the destination IP address when it needs to make a routing
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decision. This is because, as previously discussed, the first three octets for a natural Class
C address define the network number.

You can use subnet masks in different ways to segment your network, but that goes beyond the
scope of this book. If you are interested in learning more about basic subnetting techniques,
refer to the RFCs that are mentioned in the next section. Before moving on, you must be
aware of some restrictions when using subnets.

Subnetting Restrictions

Typically, you run into several restrictions in a traditional subnetted network,; however,
when using VLSM along with a protocol that supports VLSM (such as OSPF or Border
Gateway Protocol [BGP]) several of these restrictions disappear. However, if older, non-
VLSM routing protocols (such as Routing Information Protocol [RIP] Version 1) are in use,
these restrictions must still be observed.

For identical subnet masks, a router assumes that the subnet mask, which has been
configured, is valid for all subnets. Therefore, a single mask must be used for all subnets
within a network. Different masks can be used for different networks.

A subnetted network cannot be split into isolated portions because all subnets must be
contiguous. Within a network, all subnets must be able to reach all other subnets without
passing traffic through other networks.

For further discussion or examples on this topic, refer to the following sources:
® RFC 791, “Internet Protocol”
® RFC 950, “Internet Standard Subnetting Procedure”
® RFC 1219, “On the Assignment of Subnet Numbers”
® RFC 1700, “Assigned Numbers”
® RFC 1918, “Address Allocation for Private Internets”
You can find all RFCs online at the following website:
www.isi.edu/in-notes/rfcxxxx. txt

where xxxx is the number of the RFC.

Explaining the Need for VLSM and CIDR

VLSM is defined as the capability to specify a different subnet mask for the same network
number on different subnets. VLSM can help optimize available address space.

CIDR is a technique that is supported by BGP-4 and based on route aggregation. CIDR
enables routers to group routes to reduce the quantity of routing information that is carried
by the core routers. With CIDR, several IP networks appear to networks outside the group
as a single, larger entity.
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NOTE

NOTE

Why are VLSM and CIDR needed? This answer is this: IP address depletion. This means
that the current IP address scheme, which is known as IPv4, is beginning to run out of IP
addresses. This is an unacceptable situation that many network engineers deal with every day.
CIDR and VLSM are only interim solutions but are nonetheless effective. CIDR was needed
because too many specific network numbers were filling the Internet routing table a few years
ago. CIDR was invented to solve this problem and save the Internet from collapse.

Not only is address depletion an issue, but also many networks are faced with large routing
tables that need to be reduced in size to enable smoother network and router operation.

When this addressing scheme was first designed many years ago, the engineers most likely
believed that it would be sufficient. Nevertheless, the recent explosive growth of the
Internet and corporate intranets has made new technology and strategies necessary to deal
with this looming problem. The situation becomes even more critical when you consider
that corporations of all sizes are beginning to use the Internet as a means of revenue. It’s an
exciting time for our field when you consider that less than fifteen years ago, computers and
networks were things of ponderous size with only specific applications. This is a time of
constant change and advancement, and it is interesting to consider what the world of
technology will be like for the next generation.

One of the most interesting enhancements on the horizon is IP version 6 (IPv6), also known
as IP next generation (IPng), which is in its developmental stage. This is a move to improve
the existing [Pv4 implementation, which is quickly reaching critical mass. The proposal
was released in July 1992 at the Boston Internet Engineering Task Force (IETF) meeting.
IPv6 tackles issues such as the IP address depletion problem, quality of service capabilities,
address autoconfiguration, authentication, and security capabilities.

IPv6 is shipping today in Cisco IOS Software Release 12.2 T. Visit the following website:
www.cisco.com/warp/public/cc/pd/iosw/prodlit/pfgrn_qp.htm

Because these issues are facing us in the here and now, it is in response to these concerns
that the technologies of VLSM and CIDR were developed. Not only do these techniques enable
us to better use the remaining IP addresses, but also they have enabled large networks to
continue growing without the routers becoming saturated by the various routes within the
network. A prime example of this is the Internet. This example will be discussed in further
detail, but keep it in mind as you read through these sections.

Several items used within the discussions of VLSM and CIDR are important to discuss
before preceding any further.
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Route Summarization

Figure 1-12

TIP

Route summarization, also known as aggregation or supernetting, is a method of repre-
senting a series of network numbers in a single summary address that is advertised to other
routers. For example, assume that a router knows about the following networks that are
attached to it:

172.24.100.0/24
172.24.101.0/24
172.24.102.0/24
172.24.103.0/24

The router would summarize that information to other routers by saying “I know how to get
to these networks in the summarization 172.24.100.0/22.” Subnetting essentially extends
the prefix to the right by making the router know a specific IP addresses; summarization, on the
other hand, reduces the prefix to the left, thereby enabling the router to advertise only the higher-
order bits. Figure 1-12 demonstrates how subnetting and route summarization differ.

Comparison of Subnetting and Route Summarization

Subnetting increases the
’ Prefix Host ‘ prefix size to enable very
specific routes.

Length increased ———

Route summarization
decreases the prefix size to
enable very general or
«—— Length decreased summarized rates.

Prefix Host

Refer to Chapter 3 of Cisco’s “Internetwork Design Guide” for an overview that describes
the best practices concerning summarization. You can also visit the following website:
www.cisco.com/univercd/cc/td/doc/cisintwk/idg4/

An example of route summarization is CIDR, which is discussed in detail later in this
chapter. The following requirements enable route summarization to work properly:

®  Multiple IP addresses must share the same high-order bit to be properly summarized.

® Routing tables and protocols must base their routing decisions on a normal 32-bit IP

address and a variable prefix length.

Routing protocols must carry this prefix (such as /16, which translates into a
255.255.0.0 mask) with the 32-bit IP address in the routing table.
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® Remember, not all routing protocols can carry a subnet mask; those that don’t are
referred to as classful routing protocols. The following sections discuss classful and
classless routing protocols.

Classful Routing

Classful routing always summarizes routes by the major network numbers. RIP and Interior
Gateway Routing Protocol (IGRP) are protocols that use this type of routing. They are
called classful because they always consider the network class. This automatic summari-
zation is always done at network boundaries.

Impact of Classful Routing

The use of classful routing has some considerable impact on a network. For one thing,
subnets are not advertised to a different major network. In addition, noncontiguous subnets
are not visible to each other. Figure 1-13 illustrates how classful routing and subnetting can
affect your network.

Certain techniques have been developed to assist in overcoming this problem: IP unnum-
bered, secondary addressing, and using OSPF. Further discussion of classful routing and the
issues surrounding its use (that is, discontiguous subnets) are beyond the scope of this book.

Figure 1-13 How Classful Routing and Subnetting Affect the Network

Each router has a subnet that it attaches to,
but in a classful environment, they cannot
and will not be advertised because the subnets
are not on a classful boundary

172.24.9.0
255.255.255.0

172.24.10.0
255.255.255.0

S P~
' 182.68.10.16 \

255.255.255.240

Classless Routing

Classless routing differs from classful routing in that the prefix length is transmitted. This
prefix length is evaluated at each place it is encountered throughout the network. In other
words, it can be changed to advertise routes differently at different locations within a
network. This capability of classless routing enables more efficient use of IP address space
and reduces routing traffic. A good example of this type of routing is OSPF. Classless
routing has the following characteristics:

®  One routing entry might match a block of host, subnet, or network addresses.

® Routing tables can be much shorter.

%

+/@



%% 6%8 0323FMf.book Page 35 Wednesday, March 12,2003 9:41 AM

VLSMs 35

® Switching performance can be faster unless Cisco express forwarding (CEF) is used.

® Routing protocol traffic is reduced.

VLSMs

NOTE

Example 1-1

The basic concept of VLSMs is to provide more flexibility by dividing a network into
multiple subnets. The trick to using this technique is ensuring that you have an adequate
number of hosts allocated per subnet.

Not every protocol supports VLSM. If you decide to implement VLSM, make sure that you
are using a VLSM-capable routing protocol, such as OSPF, BGP, Enhanced IGRP (EIGRP),
Intermediate System-to-Intermediate System (IS-IS), and RIP Version 2 (RIP-2).

OSPF and static routes support VLSMs. With VLSMs, you can use different masks for the
same network number on different interfaces, which enables you to conserve IP addresses
for better efficiency. VLSMs do this by allowing both big subnets and small subnets. As

previously mentioned, you need to ensure that the number of hosts is sufficient for your
needs within each subnet.

In Example 1-1, a 30-bit subnet mask is used, leaving 2 bits of address space reserved for
serial line host addresses. There is sufficient host address space for two host endpoints on
a point-to-point serial link.

VLSM Demonstration

interface ethernet 0

ip address 131.107.1.1 255.255.255.0

! 8 bits of host address space reserved for Ethernet hosts

interface serial 0

ip address 131.107.254.1 255.255.255.252

! 2 bits of address space reserved for serial lines

! System is configured for OSPF and assigned 107 as the process number
router ospf 107

! Specifies network directly connected to the system

network 131.107.0.0 0.0.255.255 area 0.0.0.0

As Example 1-1 demonstrates, VLSM is efficient when used on serial lines because each
line requires a distinct subnet number, even though each line has two host addresses. This
requirement wastes subnet numbers. However, if you use VLSM to address serial links in
a core router, you can save space. In Figure 1-14, the regular subnet 172.24.10.0 is further
subnetted with 6 additional bits. These additional subnets make 63 additional subnets
available. VLSM also enables the routes within the core to be summarized as 172.24.10.0.
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Figure 1-14 VLSM Conserves Subnets

172.24.10.4/30 172.24.10.8/30
255.255.255.252 255.255.255.252

=
A 7

172.24.10.12/30 172.24.10.16/30
255.255.255.252 255.255.255.252

172.24.10.25/24
255.255.255.0

Most early networks never had their IP addresses assigned to them in a way that would
enable network engineers to group them in blocks. Instead, they had been assigned as
needed, so massive renumbering projects would need to be performed —not one of the most
popular pastimes of anyone involved in networking. However, although hindsight is 20/20,
remember the past when considering the future and newer technology, such as IPv6. Otherwise,
you might end up doing quite a lot of static routing and odd configuring just to keep your
network stable.

VLSM Design Guidelines and Techniques
To assist you when designing the use of VLSM within your network, consider the following
guidelines:
®  Optimal summarization occurs with contiguous blocks of addresses.
® If small subnets are grouped, routing information can be summarized.
®  Group VLSM subnets so that routing information can be consolidated.
® Allocate VLSM by taking one regular subnet and subnetting it further.
® Avoid using two different classful subnet masks inside a given network address.

In conclusion, you might ask yourself why there are questions about implementing VLSM.
As previously mentioned, VLSM is not supported by every protocol, although it is
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supported by OSPF, EIGRP, ISIS, and RIP-2. So these newer protocols might have to
coexist with older protocols that do not support VLSM and would have trouble routing. In
addition, the use of VLSM can be difficult. If it is not properly designed, it can cause the network
to not operate properly, and it increases the complexity of troubleshooting any network.

CIDR

VLSM was a step up from subnetting because it relayed subnet information through routing
protocols. This idea leads directly into this section on CIDR, which is documented in the
following RFCs: 1517, 1518, 1519, and 1520. CIDR is an effective method to stem the tide
of IP address allocation as well as routing table overflow. Without the implementation of
CIDR in 1994 and 1995 in RFC 1817, the Internet would not be functioning today because
the routing tables would have been too large for the routers to handle.

The primary requirement for CIDR is the use of routing protocols that support it, such as
RIP-2, OSPFv2, and BGP-4. CIDR can be thought of as advanced subnetting. The subnetting
mask, previously a number with special significance, becomes an integral part of routing
tables and protocols. A route is no longer just an IP address that has been interpreted
according to its class with the corresponding network and host bits.

Validating a CIDRized Network

The routing tables within the Internet have been growing as fast as the Internet itself. This
growth has caused an overwhelming utilization of Internet routers’ processing power and
memory utilization, consequently resulting in saturation.

Between 1988 and 1991, the Internet’s routing tables doubled in size every 10 months. This
growth would have resulted in about 80,000 routes by 1995. Routers would have required
approximately 25 MB of dedicated RAM to keep track of them all, and this is just for
routers with a single peer. Through the implementation of CIDR, the number of routes in
1996 was about 42,000. Today, the routing table is about 100,000 routes at the core of the
Internet. Without CIDR to aggregate these routes, the routing table size of a BGP-speaking
router would be approximately 775,000 routes. This would shut down most common BGP-
speaking routers due to memory utilization requirements, and the CPU would be degraded.

The major benefit of CIDR is that it enables continuous, uninterrupted growth of large
networks. CIDR enables routers to group routes to reduce the quantity of routing infor-
mation that is carried by a network’s routers. With CIDR, several IP networks appear to
networks outside the group as a single, larger entity. CIDR eliminates the concept of Class
A, B, and C networks and replaces this concept with a generalized IP prefix.

Some of the benefits of using CIDR within your network are as follows:

® Reduces the local administrative burden of updating external route information

® Saves routing table space in routers by using route aggregation
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Reduces route-flapping and convergence issues
® Reduces CPU and memory load on a router
® Enables the delegation of network numbers to customers or other portions of the network

Increases efficiency in the use of available address space

What Do Those Slashes Mean?

The terms /16 and /24 refer to the number of bits of the network part of the IP address. A
former Class B address might appear as 172.24.0.0/16, which is the same as 256 Class Cs,
which can appear as 192.200.0.0/16. A single Class C appears as 192.201.1.0/24 when
using CIDR. This new look to IP addresses consists of an IP address and a mask length. A
mask length is often called an /P prefix. The mask length specifies the number of left-most
contiguous significant bits in the corresponding IP address.

For example, the CIDRized IP address of 172.24.0.0/16 indicates that you are using
172.24.0.0255.255.0.0. The /16 is an indication that you are using 16 bits of the mask when
counting from the far left. Figure 1-15 demonstrates how CIDR defines its mask.

Figure 1-15 Example of CIDR Addressing

Prefix Prefix length
(I) I8 16 24
Class C: 198.32.1.0 11000110 00100000 | 00000001 | 00000000
mask 255.255.255.0 11111111 11111111|{11111111|{00000000
mask 255.255.0.0 11111111 11111111|{00000000 | 00000000
Supernet |

< >

Natural mask I

198.32.1.0 255.255.255.0 «—>198.32.1.0/24
198.32.0.0 255.255.0.0 «—>198.32.0.0/16

Important CIDR Terms

A network is called a supernet when the IP prefix contains fewer bits than the network’s
natural mask. For example, the Class C address 200.34.5.0 has a natural mask of
255.255.255.0. This address can also be represented in CIDR terms as 200.34.0.0/16.
Therefore, because the natural mask is 24 bits and the CIDR mask is 16 bits (16 — 24), this
network is referred to as a supernet. Simply put, supernets have an IP prefix that is shorter
than the natural mask.
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This enables the more specific contiguous networks—such as 200.34.5.0, 200.34.6.0, and
200.34.7.0—to be summarized into the one CIDR advertisement, which is referred to as an
aggregate. Simply put, aggregates indicate any summary route. Figure 1-16 demonstrates
how CIDR can be used to benefit your network by reducing routing tables.

Figure 1-16  Example of CIDR Benefits on Routing Tables

Subnet
<«— Network Prefix —————> | €— ;s —>» | €—— Host bits ——>

131.20.0.0/22 ={10000011.00010100,00000000.00000000

<—VLSM Network Prefix——>

IP Classless

Use IP classless in your routers and use a default route inside your autonomous system. The
ip classless command prevents the existence of a single subnet route from blocking access
through the default route to other subnets. For those of you who are running Cisco I0S
Software Release 12.0 and later, IP classless is enabled by default. IP classless causes the
router to forward packets that are destined for unknown subnets to the best supernet route
possible, instead of dropping them. In other words, if a specific route is not available, a less-
specific route will be taken, provided that one exists. This is opposite to the old classful
idea, in which if a specific route did not exist, the packets were dropped.

CIDR Translation Table

Table 1-8 provides basic CIDR information.

Table 1-8 CIDR Translation Table

CIDR Dotted Decimal Format Inverse Dotted Decimal Format
/1 128.0.0.0 127.255.255.255

/2 192000 63.255.255.255

/3 2240.0.0 31.255.255.255

14 240.0.0.0 15.255.255.255

/5 248.0.0.0 7.255.255.255

/6 252.0.0.0 3.255.255.255

1 254.0.0.0 1.255.255.255

/8 255.0.0.0 0.255.255.255

/9 255.128.0.0 0.127.255.255
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Table 1-8 CIDR Translation Table (Continued)

CIDR Dotted Decimal Format Inverse Dotted Decimal Format
/10 255.192.0.0 0.63.255.255
/11 255.224.0.0 0.31.255.255
/12 255.240.0.0 0.15.255.255
/13 255.248.0.0 0.7.255.255
/14 255.252.0.0 0.3.255.255
/15 255.254.0.0 0.1.255.255
/16 255.255.0.0 0.0.255.255
/17 255.255.128.0 0.0.127.255
/18 255.255.192.0 0.0.63.255
/19 255.255.2240 0.0.31.255
/20 255.255.240.0 0.0.15.255
/21 255.255.248.0 0.0.7.255
/22 255.255.252.0 0.0.3.255
123 255.255.254.0 0.0.1.255
124 255.255.255.0 0.0.0.255
125 255.255.255.128 0.0.0.127
126 255.255.255.192 0.0.0.63

127 255.255.255.224 0.0.0.31

/28 255.255.255.240 0.0.0.15

/29 255.255.255.248 0.0.0.7

/30 255.255.255.252 0.0.03

/31 255.255.255.254 0.0.0.1

/32 255.255.255.255 0.0.0.0

Manually Computing the Value of a CIDR IP Prefix

To manually compute the CIDR IP prefix, refer to the following example, with a 5-bit-long
subnet:

166.38.0.0/19
Compute the CIDR IP prefix as follows:

1 The four octets represent 32 bits.

2 This example is using only 19 bits.
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3 The first two octets use 16 bits. The third octet uses only 3 bits. Five remaining bits
are not used, as follows:

128 64 32 16 8 4 2 1

X X X 1 1 1 1 1

4 Add the remaining 5 bits using the binary conversion: 16 + 8 + 4 +2 + 1 = 31.
5 Add 31 to the octet, where the value was computed from (0 + 31 = 31).
6 The final output of this CIDR block is 166.38.0.0 through 166.38.31.255.

Case Study: VLSMs

In 1987, RFC 1009 was published with the purpose of specifying how a subnetted network
could use more than one subnet mask. As discussed earlier in this chapter, when an IP
network is assigned more than one subnet mask, it is considered a network with variable-
length subnet masks because the subnet masks (prefixes) have varying lengths.

If you recall, the use of VLSM brings benefits to a network and routing that allow for
increased routing optimization in the form of a smaller and more concise routing table,
known as route aggregation, as well as more efficient use of an organization’s assigned IP
address space.

A /16 network with a /22 extended-network prefix permits 64 subnets (26), each of which
supports a maximum of 1022 hosts (210x2), See Figure 1-17.

Figure 1-17  Using a VLSM Extended-Network Prefix

Subnet
<«— Network Prefix ——————» | €— ;s —> | €—— Host bits ——>

131.20.0.0/22 ={10000011.00010100,00000000.00000000

<—VLSM Network Prefix——>

This is fine if the organization wants to deploy a number of large subnets, but what about
the occasional small subnet that contains only 20 or 30 hosts? Because a subnetted network
could have only a single mask, the network administrator was still required to assign the 20
or 30 hosts to a subnet with a 22-bit prefix. This assignment would waste approximately
1000 IP host addresses for each small subnet deployed. Limiting the association of a
network number with a single mask did not encourage the flexible and efficient use of an
organization’s address space.

One solution to this problem was to allow a subnetted network to alter its subnet mask
through the use of VLSM. Assume that in Figure 1-17, the network administrator is allowed
to configure the 130.5.0.0/16 network with a /26 extended-network prefix. See Figure 1-18.

.
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Figure 1-18 Considerably Extending the Network Prefix with VLSM

) Subnet Host
<«— Network Prefx ———— > |€—— gjig ——> | <€— Bits —>»

131.20.0.0/26 =|10000011 .00010100.00000500.0 000000

<— Real Long VLSM Network Prefix ———>

A /16 network address with a /26 extended-network prefix permits 1024 subnets (210), each
of which supports a maximum of 62 hosts (26X2). The /26 prefix would be ideal for small
subnets with less than 60 hosts, while the /22 prefix is well suited for larger subnets containing
up to 1000 hosts. This is VLSM in action, that is, several different masks in use within a
network. The next section takes a look at how you can take an IP address range and subnet it into
many different sizes so that you can meet the needs of every part of your organization.

Route Aggregation

VLSM also allows the recursive division of an organization’s address space so that it can
be reassembled and aggregated to reduce the amount of routing information at the top level.
Conceptually, a network number is first divided into subnets, some of the subnets are
further divided into sub-subnets, and those are further divided as well. This allows the
detailed structure of routing information for one subnet group to be hidden from routers in
another subnet group.

In Figure 1-19, the 11.0.0.0/8 network is first configured with a /16 extended-network
prefix. The 11.1.0.0/16 subnet is then configured with a /24 extended-network prefix, and
the 11.253.0.0/16 subnet is configured with a /19 extended-network prefix. Note that the
recursive process does not require the same extended-network prefix to be assigned at each
level of the recursion. Also, the recursive subdivision of the organization’s address space
can be carried out as far as the network administrator needs to take it.
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Figure 1-19 Dividing a Network Prefix with VLSM
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Figure 1-20 illustrates how a planned and thoughtful allocation of VLSM can reduce the
size of an organization’s routing tables and conserve IP address space. Notice how Routers
F and G are able to summarize the six subnets behind them into a single advertisement
(10.1.1.0/24 and 10.1.2.0/24, respectively) and how Router B (10.254.0.0/26) is able to
aggregate all the subnets behind it into a single advertisement. Likewise, Router C is able
to summarize the six subnets behind it into a single advertisement (10.1.0.0/16). Finally,
the subnet structure is not visible outside of the organization, because through the use of
VLSM and aggregation, Router A injects a single route into the global Internet’s routing
table—10.0.0.0/8 (or 10/8).
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Figure 1-20 VLSM in Action
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This chapter was either a quick foundation or a brief review on the fundamentals of
networking and routing. All networks require a certain amount of common information with
which to operate. Early discussion focused on learning about the structure of networking as
found in the OSI reference model. Upon this structure, the TCP/IP protocol suite was
presented; this protocol suite is the de facto communication standard of the Internet.

The discussion about IP addressing provided an overview of how addresses are classified.
Several commonly used techniques were presented to help you better manage your IP
addresses: subnet masking, VLSM, and CIDR. You also learned about the physical layout
of networks. This chapter also established the physical foundations and needs for past,
current, and future networks.
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CHAPTER

Introduction to OSPF

It seems appropriate in this chapter to share with you a caption from a small picture that my
wife gave me when we celebrated our 13th wedding anniversary. I keep it on my desk to remind
myself of the “bigger picture.” My daughter also likes it because it has a picture of a family of
dolphins swimming, and it struck a chord that I felt was essential to have in my life:

The Essence of Family —from the Successories Collection

The family is a harbor of safety in an ocean of change. It is an association established in nature and
guided by enduring principles of fellowship. It is where we first learn our potential, and face our
responsibilities. In this kinship we find the strength to swim together and, eventually, the courage to
swim apart.
This chapter introduces you to Open Shortest Path First (OSPF), a link-state routing
protocol. You should know how to define a routing protocol and understand which protocol
is best to use in your network. The purpose of this book is to teach you how to use and
implement OSPF as the protocol of choice. However, you must also take an objective view
of OSPF to understand why it is the best choice.

This chapter helps you understand the basic types of routing protocols, their characteristics,
when it is best to use a certain protocol, and how to use that information to build a deeper
understanding of how to implement routing protocols in your network. I wish every network
used OSPF. However, each network has it own needs, but OSPF can almost always meet
them. This chapter covers the following objectives:

® What is a routing protocol? —This section discusses fundamental portions of
understanding routing protocols, beginning with the difference between routed and
routing protocols. You also learn about distance vector protocols and how they
operate. In addition, this section extensively discusses the fundamentals of link-state
protocols because OSPF falls within this category of protocols.

® Selecting a routing protocol —One of the most practical objectives required by all
network designers is the ability to understand how to select a routing protocol. This
section presents this information, comparing and contrasting three different routing
protocols using real-world concerns.

- +/@
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® OSPF overview and functional environment— This section discusses the earliest
appearance and creation of the shortest path first (SPF) algorithm and its evolution
into the OSPF routing protocol. This functional environment of OSPF is a key element
in understanding OSPF. It is within this environment that all discussions are based.
This section discusses the following basic aspects of where and how OSPF functions:

— Network types

— Router identification

— Adjacencies

— Designated routers

— Protocols within OSPF
— Link-state advertisements

® OSPF routing hierarchy —OSPF’s capability to perform as a hierarchical routing
protocol makes it a good candidate in many large networks. As a result of this
capability, OSPF supports a variety of techniques and designations that make
operation much smoother. This section discusses the types of OSPF routers and
hierarchical design techniques, including how OSPF separates a network into a
hierarchy through the use of areas and autonomous systems.

What Is a Routing Protocol?

NOTE

A routing protocol can be analyzed as a process. A protocol is formalized through the
Request for Comments (RFC) process. This process involves open written commentary on
a proposed technology in an effort to bring about standardization of that technology. An
example of a routing protocol standard would be OSPF as defined in RFC 2328.

You can find all RFCs online at the following website:

www.isi.edu/in-notes/rfcxxxx.txt
where xxxx is the number of the RFC. If you do not know the number of the RFC, you can
search by topic at the following site:

www.rfc-editor.org/cgi-bin/rfcsearch.pl

The basic reason you are studying this topic is to understand how, through the use of OSPF,
you can get packets from one host to another over a network. This process can be summarized,
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from a router’s perspective, as consisting of two steps, forwarding and routing:

® Forwarding—Refers to the process of a router receiving a packet on an interface and
then knowing which interface to retransmit that packet out of so that the packet can
continue to its destination. However, forwarding is entirely dependent on the router
knowing where to send the packet; if it does not know this, it just discards the packet.

® Routing— For the router to know in which direction to forward packets, it requires a
route or road map that illustrates the path from source to destination. This route can
be generated by either a static or dynamic configuration; at this point, you need to be
concerned with only the dynamic aspect of routing. OSPF is a dynamic routing
protocol, and when a router is running OSPF, it dynamically develops routes to all
destinations within a network. You can view these routes when you view a router’s
routing table.

The following are broad categories of protocols:

® Routed protocols—Protocols that forward data via routers. A router must be able to
interpret the logical network as specified by the routed protocol for the router to
operate properly. The most commonly known routed protocol is Internet protocol
(IP); other examples include AppleTalk and DECnet. Routed protocols rely on the
routing protocols for transport over a LAN or WAN.

® Dynamic routing protocols—Protocols that accomplish dynamic routing with a
routing algorithm. A dynamic routing protocol supports a routed protocol and maintains
routing tables. A dynamic routing protocol dynamically exchanges information about
paths or topology of the network by distributing routing information throughout a
network. Examples of dynamic routing protocols include OSPF, interior gateway
routing protocol (IGRP), and routing information protocol (RIP).

A routed protocol such as IP is used as the method of communication between devices on
a network. Using a selected routing protocol, such as OSPF, which is supported by the
routed protocol, such as IP, you can build the network so that every device can commu-
nicate. For example, as previously mentioned, IP is a routed protocol that can use either
OSPF or RIP as its routing protocol.

In summary, a dynamic routing protocol is a set of standardized rules that allow routers to
determine routes. The routing protocol builds routing tables that tell the router the optimal
path to a destination. Routing protocols compare numeric values known as metrics to
determine the optimal route (sometimes referred to as path). Metrics are numeric values
that represent route path characteristics. Metrics can be thought of as costs; therefore, the
numeric value is explained as the cost of transiting a link. This information is then stored
in the routing table to be used by the router when determining the best route to a destination
network.
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Basic Routing Protocol Operation

Consider an example of a router that is initially configured with two networks to which it
directly connects. The router has only these two networks in its routing tables. However,
other networks beyond the initial two are not entered into the routing table because they do
not directly connect to the router. So how does the router recognize these other networks?
This can be accomplished in the following ways:

® Static routing— A manually defined and installed type of route within the router as
the only path to a given destination. This type of routing forces the destination within
routing tables. This type of routing also takes precedence over routes chosen by
dynamic routing protocols. Figure 2-1 shows an example of where to place a static
route and how a static route is used. Static routing is not an effective stand-alone
solution in a medium- to large-sized network because the work needed to make the
network run something is very large. The most common use of static routes is in stub
networks, as shown in Figure 2-1. In conjunction with a dynamic routing protocol
such as OSPF, this synergy works well.

Figure 2-1  Placement of Static Routes
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® Default routing— A type of route within the router that is manually defined as the
path to take when no route to the destination is known. The router to which this
information is sent is also known as the router or gateway of last resort. Figure 2-2
shows the use of a default route, which can make routing easy.

In Figure 2-2, all traffic that Router B receives is forwarded to Router A’s SO interface
if it is not for the EO network, 192.168.254.0/24.

® Dynamic routing— Uses routing algorithms that analyze incoming routing update
messages from one or more routing protocols to determine the optimal path to a
destination. This type of routing has the greatest advantage in that routing automatically
adapts to a change in the network’s topology.
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Figure 2-2  Placement of a Default Route
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Dynamic routing is the most commonly used method of routing. Associated with this type
of routing are several terms and characteristics that define how it operates, such as conver-
gence and accuracy.

In dynamic routing, the routing table must consistently reflect accurate and up-to-date
information concerning the network topology. The amount of time that it takes for changes
to be reflected in every network router’s routing table is known as the convergence time.
Convergence, in this context, is the act of approaching the state where all routing tables
have congruent information and are in steady state.

Having a routing protocol with a fast convergence time is desirable because disruption of
routing can occur during the time that a router spends calculating the new optimal path.

Link-State Versus Distance Vector Routing Protocols

This section describes the two most common and relevant routing protocols that TCP/IP has
available for use, namely RIP and OSPF. Controversy surrounds the debate over link-state
versus distance vector routing algorithms regarding which is better.

NOTE Link-State and distance vector routing protocols are also known as interior gateway
protocols (IGPs); this concept is discussed later in the discussion of OSPF and border
gateway protocol (BGP) interoperability. Chapter 7, “Summarization,” discusses OSPF/
BGP interoperability in greater detail.

An IGP is a classification that describes the use of a dynamic routing protocol to exchange
routing information within an autonomous system (AS). Examples of common IGPs
include IGRP, OSPF, Intermediate System-to-Intermediate System (IS-IS), and RIP. You
can contrast an IGP with an exterior gateway protocol (EGP) such as BGP.

- +/@
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Link-State Routing Protocols

NOTE

Link-state algorithms (also known as shortest path first algorithms) flood only incremental
changes that have occurred since the last routing table update. During this incremental
update, each router sends only that portion of the routing table that describes the state of its
own links, as opposed to its entire routing table.

Link-state routing protocols require routers to periodically send routing updates to their
neighboring routers in the internetwork. In addition, link-state routing protocols are quick to
converge their routing updates across the network in comparison to distance vector protocols.

The speed at which they converge makes link-state protocols less prone to routing loops
than distance vector protocols. However, link-state protocols also require more CPU power
and system memory. One of the primary reasons that additional CPU power and memory
are needed is that link-state protocols are based on the distributed map concept, which
means that every router has a copy of the network map that is regularly updated. In addition
to the size of the routing table, the number of routers in an area and the number of
adjacencies amongst routers also has an affect on router memory and CPU usage in link-
state protocols. These factors were obvious in the old fully meshed asynchronous transfer
mode (ATM) networks, where some routers had 50 or more OSPF adjacent peers and
performed poorly.

Link-state protocols are based on link-state algorithms, which are also called shortest path
first (SPF) algorithms or Dijkstra algorithms. “SPF in Operation,” later in this chapter,
covers the SPF algorithm in more detail.

A simple way to understand how link-state technology operates is to picture the network as
a large jigsaw puzzle; the number of pieces in your puzzle depends on the size of your
network. Each piece of the puzzle holds only one router or one LAN. Each router “draws”
itself on that jigsaw piece, including arrows to other routers and LANs. Those pieces are
then replicated and sent throughout the network from router to router (via link-state adver-
tisements [LSAs]), until each router has a complete and accurate copy of each piece of the
puzzle. Each router then assembles these pieces by using the SPF algorithm.

The principle of link-state routing is that all the routers within an area maintain an identical
copy of the network topology. From this map, each router performs a series of calculations
that determine the best routes. This network topology is contained within a link-state
database, where each record represents the links to a particular node in the network.

Each record contains the following pieces of information:

® Interface identifier
® [ink number

® Metric information regarding the state of the link

%
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Armed with that information, each router can quickly compute the shortest path from itself
to all other routers.

The SPF algorithm determines how the various pieces of the puzzle fit together. Figure 2-3
illustrates all of these pieces put together in operation.

Figure 2-3  Link-State Operation
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Link-state protocols such as OSPF flood all the routing information when they first become
active in link-state packets. After the network converges, they send only small updates via
link-state packets.

OSPF Characteristics

OSPF is a link-state protocol in which all routers in the routing domain exchange infor-
mation and thus know about the complete topology of the network. Because each router
knows the complete topology of the network, the use of the SPF algorithm creates an
extremely fast convergence. Other key characteristics of OSPF are as follows:

® Provides routing information to the IP section of the TCP/IP protocol suite, the most
commonly used alternative to RIP.

® Sends updates to tables only, instead of entire tables, to routers.

® Is a more economical routing protocol than RIP over time because it involves less
network traffic.

- +/@
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The “It Depends Rule”

I occasionally invoke a rule I invented that I call the “It Depends Rule,” and I am invoking
it now! OSPF is usually more efficient than RIP in exchanging routing information when a
network is stable; however, for this rule to hold true, it depends on network events. For
example, during an external convergence event, OSPF could flood more traffic than RIP.
Consider that RIP carries 25 routes per update; on the other hand, OSPF floods a single
LSA per external route that is affected by the convergence event. So, provided that you have
a (relatively) stable environment, OSPF involves less traffic, and over time, it is statistically
more economical than RIP. Using a single LSA per external route is inefficient, but OSPF
was never designed to be an EGP. Therefore, I recommend an OSPF/BGP deployment
when large numbers of external routers are present.

Another popular type of dynamic routing protocol that is based on the Dijkstra SPF
algorithm is IS-IS. The use of IS-IS versus OSPF has been hotly debated.

Integrated Intermediate System-to-Intermediate System

IS-IS is an OSI link-state hierarchical routing protocol that is based on work originally done
at Digital Equipment Corporation for DECnet/OSI (DECnet Phase V). This protocol floods
the network with link-state information to build a complete, consistent picture of network
topology.

The International Organization for Standardization (ISO) has developed the following
routing protocols for use in the Open System Interconnection (OSI) protocol suite:

® Intermediate System-to-Intermediate System (IS-IS) protocol
® End System-to-Intermediate System (ES-IS) protocol
® Interdomain routing protocol (IDRP)

For more information on IDRP or ES-IS, start with the RFCs, which can be found at
www.ietf.org.

The American National Standards Institute (ANSI) X3S3.3 (network and transport layers)
committee was the motivating force behind ISO standardization of IS-IS, which was origi-
nally developed to route in ISO connectionless network protocol (CLNP) networks. A
version has since been created that supports both CLNP and IP networks. It is usually
referred to as integrated IS-1S; this is the version discussed here.

OSI routing protocols are summarized in several ISO documents; those dealing with IS-IS
are as follows:

® JSO 10589: Standards definition for IS-IS
® RFC 1195: Intermediate IS-IS

4~ 40
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Distance Vector Routing Protocols

Figure 2-4

Distance vector means that information sent from router to router is based on an entry in a
routing table that consists of the distance and vector to destination —distance being what it
“costs” to get there and vector being the “direction” to get to the destination.

Distance vector protocols are often referred to as Bellman-Ford protocols because they are
based on a computation algorithm described by R. E. Bellman; the first description of the
distributed algorithm is attributed to Ford and Fulkerson. Distance vector algorithms (also
known as Bellman-Ford algorithms) call for each router to send its entire routing table, but
only to its neighbors. The neighbor then forwards its entire routing table to its neighbors,
and so on. Figure 2-4 illustrates this routing table forwarding process.

Distance Vector Operation
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Every router must be told of the change when a network goes down.

As Figure 2-4 illustrates, whenever a change to the network occurs, this causes the entire

routing table to be sent from neighbor to neighbor in order for the network to reconverge in
response to the network event (network down). What is not shown is the periodic sending
of the routing table between neighbors —a mechanism that double-checks that the routing
information each router has is valid.

%

+/@



%}% 6%8 0323FMf.book Page 56 Wednesday, March 12,2003 9:41 AM

56 Chapter 2: Introduction to OSPF

Routing Information Protocol Characteristics

RIP v1 is a distance vector protocol designed at Berkeley in the late 1960s that is still
widely deployed today. In this protocol, the router only exchanges routing information from
the connected neighbors. Key characteristics of RIP are as follows:

® RIP broadcasts every 30 seconds to maintain network integrity.

® RIP maintains routing tables, showing the number of hops between routers, and is
limited to a 15-hop count.

® A router using RIP passes its entire routing table to each directly connected neighbor
router that it knows of.

A detailed discussion about RIP is not very relevant in a book dedicated to OSPF, but if you
want to learn more on RIP v1 and v2, consider the following resources:

®  Routing TCP/IP, Volume 1, by Jeff Doyle. Chapter 5 is dedicated to RIP.

® Routing information protocol (RIP) at cisco.com:
www.cisco.com/univercd/cc/td/doc/cisintwk/ito_doc/rip.htm

® RFC 2453 RIP Version 2, published in 1998

Conclusion

Link-state algorithms send small updates everywhere; distance vector algorithms send
large updates only to neighboring routers. Because they create a consistent view of the
internetwork, link-state algorithms are somewhat less prone to routing loops than are
distance vector algorithms. When a network is in stable or steady state, link-state protocols
allow for smooth routing.

On the downside, link-state algorithms can cause significant, widespread control traffic, for
example, when a network event occurs and the event must be flooded throughout the
network. The main concern in today’s networks is the amount of flooding that can happen
as networks grow ever larger.

Link-state algorithms are also computationally difficult compared to distance vector
algorithms, requiring more CPU power and memory than distance vector algorithms.
However, this has become less of an issue as router-processing capabilities have improved.

Link-state algorithms can therefore be more expensive to implement and support. Despite
their differences, both algorithm types perform well in circumstances and networks that suit
their strengths and recognize their limitations.
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Selecting a Routing Protocol

Network designers and engineers frequently ask, “Which routing protocol should I use?”
This section compares the two link-state protocols that are discussed in this chapter—IS-IS
and OSPF. However, consider the following issues before selecting a routing protocol:

® Operational considerations —Determine how easy it is to manage a network over
time. These considerations include how to determine a protocol’s capability to adapt
to changes, how to minimize disruptions to the network, and how to troubleshoot
problems.

® Technical considerations— Assist in determining whether a given protocol is
capable of supporting a particular set of network requirements.

® Business considerations—Defined as business priorities and policies that influence
network design decisions. These types of considerations can originate from any area
within a company and can be the keystones to the success of the network.

Operational Considerations

Table 2-1 shows a matrix of operational issues to consider when selecting a routing

protocol.
Table 2-1 Important Operational Considerations
OSPF IS-IS

Protocols Supported 1P 1P, ISO, CLNP
Routing Hierarchies Supported Supported
IP Address Management | Required Required
IP Encapsulation Yes No (OSI Layer 2)
Support
Available Resources Yes No

Protocols Supported

Historically, all routed protocols have had their own independent routing protocols:
AppleTalk uses Routing Table Maintenance Protocol (RTMP), Novell uses Internetwork
Packet Exchange (IPX) RIP, and IP uses RIP, IGRP, or OSPF. This is conceptually simple
to understand, but it is often difficult to implement. Yet, it is necessary for network
engineers to design and operate networks that support multiprotocol environments.
Therefore, they need to be able to manage a mix of routing protocols.

OSPF supports only the TCP/IP protocol suite. Although TCP/IP is the most popular suite in
use today, it is not the only one being used. The inability of a routing protocol to support other
protocols can be a detriment to legacy networks or networks with unique routing needs.

4~ 40
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When IS-IS was created, the protocol designers asked a significant question: Why can’t one
routing protocol handle multiple routed protocols? Consequently, integrated IS-1S was
enhanced to support both OSI CLNP and TCP/IP networks. In addition, integrated IS-IS
supports other network protocols; this can be of great benefit in a multiprotocol network.

Routing Hierarchies

The key to building large networks is to introduce a logical hierarchy. Problems related to
complexity and scale can be addressed with the proper use of hierarchy. Having a hierar-

chical network can provide you with many benefits —most notably, route summarization

and reduced SPF calculation—thus giving your network a faster convergence time.

OSPF was the first major routing protocol to support hierarchical networking (areas) within
a single routing domain (AS). OSPF supports two levels of hierarchy: a backbone area
(Area 0) and other connected areas. OSPF routers carry full topology information about the
backbone and connectivity information about all of the areas. Within each area, OSPF
routers exchange full topology information about that area because the boundaries of areas
fall within a router. This results in router interfaces being bound to areas. Because a router
has multiple interfaces, it can be in multiple areas as well. However, this design would
require the router to run separate SPF calculations for each area; therefore, you should
design the network appropriately.

Integrated IS-IS uses the same two levels of hierarchy as OSPF; however, the two protocols
differ in the quantity of information that is carried inside each area. Within an area, integrated
IS-IS routers send all traffic that needs to go out of the area to the nearest IS-IS Level 2
router. OSPF, on the other hand, injects all the connectivity information about the other
areas into each area. This enables every router in an OSPF area to choose the optimal area
border router (ABR) for traffic that needs to go out of its area.

IS-IS area boundaries are segmented on a link between two routers; therefore, a router is
typically only in one area. However, it is hard to deploy true hierarchical network archi-
tecture with IS-IS for several reasons, one of which is that IS-IS operates best with very
large areas with at least one router in an area for it to operate properly. This is one of the
factors that causes ISPs to deploy a single IS-IS area as their core, although many ISPs are
now reconsidering OSPF.
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IP Address Management

TIP

The key to a successful hierarchical network structure is proper IP address management. If
addresses are assigned appropriately, it is possible to summarize routing information. The
two significant reasons to summarize routes follows:

® Summarization localizes the effects of topology changes and thus contributes to
network stability.

® Summarization reduces the amount of routing information that is carried by all routers.

These reasons simplify network administration and troubleshooting, in addition to reducing
the resources that are consumed by the routing protocol (CPU, memory, and so on).

Each area used by OSPF or integrated IS-IS should have a contiguous set of network or
subnet numbers assigned to it. The area border routers should summarize that set of
addresses with an address mask. Summarization provides substantial benefits for your
network.

IP Encapsulation Support

OSPF is a TCP/IP-based protocol and fully supports IP. On the other hand, IS-IS is a native
OSI protocol and must still be implemented using ISO addressing for the IS-IS aspects of
its operation. IS-IS allows the forwarding of IP packets although not specifically designed
to do so.

Available Resources

You must be pragmatic when selecting a routing protocol. Resources should be available to
assist network engineers at all levels of competence to help them understand the idiosyn-
crasies of the protocol that you want to implement.

OSPF is much more widely implemented and understood through the use of books (like this
one), which explain to you the importance and functions of OSPF while providing practical
examples to enhance your understanding. The standards surrounding OSPF are extremely
well written thanks to the OSPF Working Group in the Internet Engineering Task Force
(IETF); however, the specification does not include a lot of explanation on the “how” and
“why.”’

IS-IS is deployed in some places, but compared to OSPF, it is still considered a niche
protocol. Some ISPs are running it, but almost no enterprise networks are using it as of this
writing. The IS-IS specification uses ISO language and terms and not IP.

If formal classroom instruction is of interest to you, several dedicated OSPF courses are
available; however, few are available on IS-IS.
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Technical Considerations
Table 2-2 provides a list of technical issues to consider when selecting a routing protocol.

Table 2-2 Important Technical Considerations: IS-1S Versus OSPF

OSPF IS-IS
Fast Convergence Yes Yes
Routing Updates Fast, change only Fast, change only
VLSM Support and CIDR Yes Yes
Load Sharing Yes, equal cost Yes, equal cost
Metric Range 0-65,535 0-1023
Static Metric Pieces Sum of bandwidth Sum of bandwidth
Dynamic Metric Pieces None None
Scalability Very Strong Strong
Physical Media Support All types Most, but some issues
Extensibility Yes w/Opaque LSAs Yes

Fast Convergence

All routing protocols have three important characteristics when dealing with the issue of
convergence:

1 Detecting that a change has occurred

2 Adapting to that change
3 Updating the network topology to reflect the change

IS-IS and OSPF detect certain types of network changes instantly. In general, any change
that can be detected by a physical change (such as loss of carrier) is detected immediately
by any routing protocol.

In addition, both routing protocols use hello packets as keepalives and to detect other
failures (such as the loss of an adjacent router or the degradation of an interface to the point
where it should no longer be used). Both protocols cause adjacent routers to exchange
information periodically.

After the routing protocol has detected the topology change, it needs to adjust the routing
tables to accommodate the new topology. OSPF and integrated IS-IS both have mecha-
nisms for updating routing tables. If the topology change were within the area, all the
existing routes affected by the change would be discarded and a new routing table would
be generated. In general, OSPF and integrated IS-IS converge in less than 2 seconds. The
amount of CPU time required to do the recompilation is strongly affected by the number of
routes and the amount of redundancy in the network.
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Routing Updates

All routing protocols exchange routing information dynamically. The three most important
questions concerning the operation of routing updates are as follows:

® When are they sent? — All three routing protocols exchange periodic hellos and full
topology information when a router starts up and periodically thereafter, depending
how they are configured. RIP floods the full topology table every 30 seconds. OSPF
floods the full topology table every 30 minutes. Integrated IS-IS floods the full
topology table every 15 minutes to ensure synchronization.

® What is in them? — Within an area, OSPF and integrated IS-IS exchange changed
link-state information. Between areas, OSPF and integrated IS-IS exchange changed
routes.

® Where are they sent? —Changed information in a RIP network is broadcast to all of
its neighbors after the network has finished updating its topology. Changed
information in OSPF and integrated IS-IS propagates throughout the area in which the
change occurred. If route summarization is not done, change information might also
propagate to the backbone and into other areas.

VLSM and CIDR Support

OSPF and integrated IS-IS include support for variable-length subnet masks (VLSMs) and
classless interdomain routing (CIDR). VLSM is required to support route summarization.
In addition, VLSM and CIDR also enable network administrators to use their address space
more effectively.

Load Sharing

Metrics

Today’s networks are commonly designed with redundant paths. This has two positive
benefits: rerouting in case of failure and load sharing. All routing protocols supported by
Cisco provide load sharing across as many as six equal-cost paths. The default for OSPF is
to use four equal-cost paths, but if you have more, you must configure OSPF to use them.

The quality of route selection is essentially controlled by the value of the metrics placed
upon the various routes. Two components are important in how a routing protocol uses
metrics: the range of the values the metric can express and how the metric is computed.

OSPF uses a flat metric with a range of 16 bits. This results in OSPF having a metric range
that is from 0 to 65,535. By default, OSPF metrics are assigned as an inverse of the
bandwidth available on an interface—normalized to give the Fiber Distributed Data
Interface (FDDI) a metric of 1. OSPF computes the cost of a path by summing the metrics
for each hop on that path.
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Integrated IS-IS uses a flat metric. The metric range is 0 to 1023. By default, all integrated
IS-IS metrics are 10. Network administrators need to configure nondefault values. Integrated
IS-IS computes the cost of a path by summing the metrics for each hop on that path.

Scalability
In IS-IS, ISO 10589 states that 100 routers per area and 400 L2 routers should be possible.

The biggest scaling issue now seems to be the overhead of the flooding in large meshed
networks, for example, flat ATM clouds with many attached routers that form a full mesh.

OSPF, on the other hand, scales well regardless of the size of the network. However, to make the
network operate optimally, you should implement physical and logical areas as needed.

Physical Media Support

Both OSPF and IS-IS support point-to-point links and LANS in similar ways. However,
IS-IS has no nonbroadcast multiaccess (NBMA) support and expects the router operating
system to present the NBMA network as either a LAN or a set of point-to-point links; this
can be problematic. OSPF can overcome this issue, but with Cisco routers, considerable
configuration is needed.

Extensibility

Protocols must be able to grow and expand to meet the ever-changing and evolving network
environment. OSPF has been able to do this through the recent inclusion of opaque LSAs;
however, all routers must understand these LSAs to effectively adapt to the dynamic
network environment. IS-IS floods unknown LSAs and ignores them.

Both protocols support traffic engineering, so networks can benefit from Multiprotocol
Label Switching (MPLS) regardless of which protocol is chosen.

Business Considerations

Table 2-3 documents business issues to consider when selecting a routing protocol.

Table 2-3 Important Business Considerations for Routing Protocol Selection
Integrated IS-IS OSPF
Standard-Based Yes Yes
Multivendor Yes Yes

Environments

Proven Technology Yes Yes
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Standards

Many companies prefer to use protocols that are based on standards whenever possible; this
is strongly recommended in every network. Networks running without the protocols and
standards will eventually cause problems.

OSPF is a standard protocol that was developed by a committee of the IETF as an alter-
native to the RIP protocol. OSPF is defined in RFC 2328.

IS-IS is a standard protocol that was developed by the ISO. IS-IS is defined in International
Standard 10589. Integrated IS-IS is a standard extension to IS-IS, which was developed by
the IETF. Integrated IS-IS is defined in an Internet Draft.

Multivendor Environments

Large networks being designed today do not have the luxury of assuming a single vendor
environment. It is common to have portions of a network that are provided by one vendor
and other portions that are provided by another. You can use several techniques to permit
multivendor environments. The most common technique is to use the same routing protocol
on all the routers. To compare the viability of OSPF versus IS-IS for a multivendor
environment, consider the following:

® Every major routing vendor implements OSPF.

® Integrated IS-IS is implemented by most of the major router vendors.

Proven Technology

OSPF has been available for several years from all the major routing vendors and is being
deployed in an increasing number of networks ranging from very simple to very complex.

Integrated IS-IS has been available from Cisco for several years and is being deployed in a
number of significant networks. OSPF is the routing protocol of choice of almost everyone.
IS-IS is the routing protocol of choice for networks that need to support both OSI and IP.
Integrated IS-IS is the standard routing protocol for DECnet Phase V networks.

TIP You can find additional IS-IS information in the Cisco Press book IS-1S Network Design
Solutions, written by Abe Martey.

SPF Overview

OSPF is a link-state routing protocol. Such protocols are also referred to in the literature
and technical documents as SPF-based or distributed database protocols. This section
discusses the developments in link-state technologies that have influenced the evolution of
the OSPF protocol.
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What Is a Link-State Protocol?

OSPF is a link-state protocol. For example, you can think of a link as being an interface on
the router. The state of the link is a description of that interface. This description would
include the interface’s IP address and mask, and the type of network to which it is
connected. This information is compiled for all the routers in your network into a link-state
database, and the SPF algorithm is run against that data. Link-state derives from the
indication of a link, in that a link has either an up status or a down status.

The first link-state routing protocol was developed for use in the ARPAnet packet-switching
network. This protocol formed the starting point for all other link-state protocols. The

homogeneous ARPAnet environment (that is, single-vendor packet switches connected by
synchronous serial lines) simplified the design and implementation of the original protocol.

SPF in Operation

The ARPAnet used one of the first distance vector routing protocols. This protocol evolved
into RIP, which is still in use today. Serious limitations were encountered with RIP as
networks grew. This caused a demand for a new protocol that could run within an AS and
had the capability to grow (scale) to a large-sized network comprised of many routers and
network links.

Into this gap stepped OSPF version 1, published as Request for Comments (RFC) 1131 in
October 1989 by the OSPF Working Group of the IETF. OSPF made use of the famous

Dijkstra algorithm. This algorithm was not new and had not been created specifically to fill
the demand of the networking community. This mathematical formula was initially created
to demonstrate the ARMAC computer in 1956, over 30 years before OSPF was considered.

Edsger W. Dijkstra was born in 1930 in Rotterdam, the Netherlands. Born into a scientifi-
cally oriented family, he quickly excelled and achieved his Ph.D. in computer science in
1959 from the University of Amsterdam, Holland. By the time he was 32, Dijkstra achieved
a full professorship in mathematics at Eindhoven University. His achievement remains
extremely impressive to this day.

Dijkstra’s most remembered contributions to the computer world are his algorithms, specif-
ically the shortest path algorithm. Dijkstra did not consider his algorithm very remarkable
at the time, and many years passed before he published it. Today, his algorithm is being
applied to road building, communications routing, and the airline industry. His algorithm
was even altered slightly to determine the most inexpensive way to wire a computer. The
goal of Edsger Dijkstra’s shortest path algorithm is to find the shortest route between two
points through a series of nodes, as originally described in his paper outlining the
algorithm. However, in routing, we translate the term node into router.

Consider the following example to describe the operation of the shortest path first algorithm
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Figure 2-5

Suppose you are trying to find the shortest path in time between the cities of Raleigh and
Boston. In between these cities are a number of other cities (routers) that might provide the
best route to your final destination.

In this example, you want to determine the shortest path (cost) that is required to reach
Boston while exploring every road (link) that each new city provides along the way. As you
know, some roads (links) are better than others. These roads might be faster, bigger, or less
traveled. To determine the shortest, (call it the fastest) path (route) from Raleigh to Boston,
assign each road (link) a numerical value that reflects its speed.

Because computers only understand the importance of numbers and not opinions regarding
path desirability, you need to manually assign these values to the paths to help the protocol
doits job. A router can understand that a path with a value of 50 is more efficient than a path
with a value of 100.

This example obviously refers to OSPF, so in the example, OSPF will collect all the link infor-
mation on how to get from Raleigh to Boston. Then, the SPF algorithm will calculate the shortest

path (see Figure 2-5). The sequence to find this minimum time value (shortest path) is as follows:

SPF in Action
Goal: Find the Shortest Path from Raleigh to Boston

7 ”
“0-~— Many Cities and Paths " o~ ~—
. in Between ’
Raleigh Boston
“We are here” “We need to go here”

Link A
Cost = 100

1 Begin in the city of origin (Raleigh). The time (distance) needed to reach Raleigh is 0
(because you are there).

2 Raleigh knows (via OSPF) that one connection to another city heads toward Boston.
This connection to City X has a cost of 100 because it is a nice two-lane road. Place
this link information in a database for future reference:

Link A—Costs 100—Goes to City X—Link is up
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3 City X tells you that there are two paths leaving it. As OSPF examines these links, it
learns the following:

Link B—Costs 100—Goes to City Y —Link is up
Link C—Costs 100—Goes to City Z—Link is up
Place both entries into the database, and continue to search for Boston.

4 CityY tells you that it has a connection to Boston via a brand new expressway; place
that information in the database as well:

Link D—Costs 50 —Goes to Boston—Link is up
At this point though, you also learned that City Z has a link to Boston as well.
Link E—Costs 100—Goes to Boston—Link is up

Faced with two links to Boston, the SPF algorithm must compute which is the shortest
path.

5 OSPF turns to its database. (Don’t you think you should give this database a name?
Well because you’re tracking data regarding the many links (cost and status such as
up/down, call it the Link-state Database [Topological]) and reviews what it knows:

Path A—Costs 100—Goes to City X—Link is up
Path B—Costs 100—Goes to City Y —Link is up
Path C—Costs 100 —Goes to City Z—Link is up
Path D—Costs 50— Goes to Boston—Link is up

Path E—Costs 100—Goes to Boston—Link is up

OSPF has discovered two paths to Boston, but which one should you use? You don’t
know which is the shortest. However, the SPF in OSPF can determine the shortest path
for you.

6 OSPF now invokes the SPF algorithm and builds a map of all the links from Raleigh
to Boston. This map can be visualized with Raleigh as the root (bottom) of a tree that
has all these limbs (links) that go to many cities (destinations) (see Figure 2-6). Turn
the book on its side so the figure looks like a tree.

Although this is a nice picture of a tree, computers prefer to treat this information
mathematically:

Path 1: Link A (100) + Link B (100) + Link D (50) = Cost (250)

Path 2: Link A (100) + Link C (100) + Link E (100) = Cost (300)

Now the SPF algorithm compares these two paths and determines which is the
shortest so that you can drive to Boston (transmit a packet). SPF chooses Path 1
because it has a lower cost than Path 2.

7 The shortest path is Path 1.
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Figure 2-6

SPF Tree

Point of
Origin

Raleigh, NG| LinkA(100) | ity x Boston
USA

Raleigh is the
root of the tree.

8 Path 1 is now inserted into the car’s computer (route table), so it can tell you (the
packet) how to get to Boston using the shortest possible path.

This example helps demonstrate the algorithm’s name. Another important factor in its
operation is how SPF converges. Using the preceding example, everything would change
if the link between City X and Boston went down. The need to understand why this has
happened and how traffic (packets) is redirected to the link through City Z is crucial. This
concept is called convergence.

Reviewing the Link-State Database

The principle of link-state routing is that all the routers within a network maintain an
identical copy of the network topology. From this map, each router performs a series of
calculations that determine the best routes. This network topology is contained within a
database, where each record represents the links to a particular node in the network.

Each record contains several pieces of information: an interface identifier, a link number,
and metric information regarding the state of the link. With that information, each router
can quickly compute the shortest path from itself to all other routers.

Essentially, OSPF converges in 0(M.log M) iterations, where M is the number of links. This
is far superior to the distance vector Bellman-Ford algorithm, which converges in O(N.M)
iterations, where N is the number of nodes.
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SPF Functions
Assume that you have the network shown in Figure 2-7 with the indicated interface costs.
To build the shortest-path tree for RTA, you would have to make RTA the root of the tree
and calculate the smallest cost for each destination.

Figure 2-7  SPF Functions

Physical Network ~ 7~
Topolo =
wlogy o

RTA’s cost to access
192.168.254.0 is 10. > l
192.168.254.0

RTB’s cost to access

192.168.254.0is8. — > | Cost=8 Cost=5 |
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RTB‘ RT!
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RTB’s cost to reach 5 T 10
this network is 15. 10.10.10.0 . AT

5

T 5
. I’ 700.100.100.0
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Figure 2-7 shows the view of the network as seen from RTA. Note the direction of the
arrows in calculating the cost. For example, the cost of RTB’s interface to network
192.168.254.0 is not relevant when calculating the cost to 10.10.10.0. RTA can reach
10.10.10.0 via RTB with a cost of 15 (10+5). RTA can also reach 100.100.100.0 via RTC
with a cost of 20 (10+10) or via RTB with a cost of 20 (10+5+5). In case equal-cost paths
exist to the same destination, Cisco’s implementation of OSPF keeps track of up to six next
hops to the same destination.
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After the router builds the shortest-path tree, it starts building the routing table accordingly.
Directly connected networks are reached via a metric (cost) of 0, and other networks are
reached according to the cost calculated in the tree.

Before discussing the origins of the OSPF protocol, you should review its key character-
istics. These characteristics and the protocol’s many labels serve as a short review and as
an introduction to future concepts.

The OSPF protocol is also known by the following definitions or labels:

® Link-state routing protocol

® Shortest path first (SPF) protocol
® Interior gateway protocol

® Distributed routing protocol

OSPF also has the following operational characteristics:

® Features open architecture
® Dynamically adjusts to changes in network topology
® Features adjustable distance metrics
® Features type of service (TOS) routing
® Supports hierarchical systems
® Features load balancing
® Provides security features
® Supports three kinds of connections or networks:
— Point-to-point
— Multiaccess networks with broadcasting
— Multiaccess networks without broadcasting

® Determines routing by computing a graph, abstracting the topology of the network by
using the shortest-path algorithm

® Segments the network through the use of autonomous systems and areas for ease of
management and traffic

® Features multicasts rather than broadcasts
® Allows the use of virtual links
® Supports VLSM and CIDR
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Full and Partial SPF Calculations

The Cisco Systems implementation of the SPF algorithm allows for quicker ways to
calculate routes. This change has resulted in two types of SPF calculations: full and partial.
The full SPF calculation operates as discussed so far this chapter.

The full SPF algorithm is run only when there is a topology change, as expressed in router link-

state advertisements (LSAs), not for summary LSAs. Summary LSAs cause a partial SPF to be run.

In OSPF, partial SPF relates to external and summary LSAs’ change only. Basically, if a
network flap occurs via an external or summary LSA, you run partial SPF. In other words,

partial SPF is invoked when topology of the area did not change but some IP prefix flapped.

An IP prefix change inside the area invokes the full SPF recalculation.

Verifying SPF Operation

Example 2-1

As previously discussed, it can be important to monitor flooding with OSPF. Whenever an
LSA is received, SPF could recalculate. You can see how OSPF is operating by executing
a show ip ospf process id command. This command can be used to determine the number
of times the SPF algorithm has been executed. It also shows the link-state update interval,
assuming no topological changes have occurred. Example 2-1 shows an example of the
show ip ospf command, with the highlighted area representing the total number of SPF
calculations.

Displayed Output from the show ip ospf Command

HAL9000#show ip ospf 100
Routing Process "ospf 100" with ID 10.10.10.10
Supports only single TOS(TOS@) routes
SPF schedule delay 5 secs, Hold time between two SPFs 10 secs
Number of DCbitless external LSA 0
Number of DoNotAge external LSA 0
Number of areas in this router is 1. 1 normal @ stub @ nssa
Area BACKBONE (@) (Inactive)
Number of interfaces in this area is 1
Area has no authentication
SPF algorithm executed 13 times
Area ranges are
Link State Update Interval is 00:30:00 and due in 00:09:05
Link State Age Interval is 00:20:00 and due in 00:19:05
Number of DCbitless LSA 0
Number of indication LSA 0
Number of DoNotAge LSA 0

HAL9000#

Furthermore, for partial SPF, because only summary or external LSAs are affected, you can
also execute either a debug ip ospf spf inter command or a debug ip ospf spf external
command to monitor the partial SPF. You can specify an access list to filter calculations
only for an LSA with specific LSA ID.
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OSPF Routing Hierarchy

One of most important features within the OSPF protocol is its capability to use a hierar-
chical routing structure. Remember the following characteristics when considering how
OSPF operates within this type of hierarchical structure:

® Structure must exist or be created in order for OSPF to operate properly.
® Explicit topology has precedence over addressing.

An AS is a group of areas sharing a common routing strategy that fall under a common
administrative domain. Autonomous systems are identified by a unique number. Auton-
omous systems’ numbers can be either public or private, depending on your needs. Auton-
omous systems’ numbers are assigned by American Registry for Internet Numbers (ARIN)
in North America, Réseaux IP Européens (RIPE) in Europe, and Asia Pacific Network
Information Centre (APNIC) in Asia. An AS number is not required to use OSPF, as single-
homed enterprises are considered to be part of their upstream ISP’s AS. The routing of
information within an AS takes place in one of three ways:

® [f the source and destination addresses of a packet reside within the same area, intra-
area routing is used.

® If the source and destination addresses of a packet reside within different areas but are
still within the AS, inter-area routing is used.

® If the destination address of a packet resides outside the AS, external routing is used.

Hierarchical Network Design Techniques

NOTE

When designing your OSPF network, the following factors are supported by OSPF and are
currently accepted network design theories:

® A three-tiered backbone approach allows fast convergence and economy of scale.
® Never use more than six router hops from source to destination (see the following note).
®  Use 30 to 100 routers per area. (This can be adjusted depending on factors discussed later.)

® Do not allow more than two areas per Area Border Router (ABR) in addition to the
ABR’s connection to area 0. Otherwise, the ABR must keep track of too many link-
state databases.

The Cisco Systems network recommends that you have no more than six hops from source
to destination when designing a hierarchical enterprise network. This has some validity;

however, in practice, the number of hops you can see depends on what a network is trying
to accomplish. Large, long-haul international networks by nature have more than six hops.
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Routing Types Within an OSPF Network

OSPF can use three types of routes:
® Intra-area
® Inter-area
® External

The following sections provide general descriptions of these route types. As you move
further into designing and implementing OSPF networks, you will be exposed to these
different types of routes.

Intra-Area Routing

Intra-area routing describes routes to destinations within a logical OSPF area. Intra-area
routes in OSPF are described by router (Type 1) and network (Type 2) LSAs. When displayed
in the OSPF routing table, these types of intra-area routes are designated with an “O.”

Inter-Area Routing

Example 2-2

Inter-area routing describes destinations that require travel between two or more OSPF
areas and still fall within the same AS. These types of routes are described by network
(Type 3) summary LSAs. When routing packets between two nonbackbone areas, the
backbone is used. This means that inter-area routing has pieces of intra-area routing along
its path, for example:

1 An intra-area path is used from the source router to the area border router.

2 The backbone is then used from the source area to the destination area.

3 An intra-area path is used from the destination area’s area border router to the
destination.

When you put these three routes together, you have an inter-area route. Of course, the SPF
algorithm calculates the lowest cost between these two points. When displayed in the OSPF
routing table, these types of routes are indicated with an “O IA,” as demonstrated in
Example 2-2.

Discerning OSPF Route Types in an OSPF Routing Table

Sydney#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS inter area
* - candidate default, U - per-user static route, o - ODR

P - periodic downloaded static route
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Example 2-2

Discerning OSPF Route Types in an OSPF Routing Table (Continued)

Gateway of last resort is not set

20.0.0.0/24 is subnetted, 1 subnets
0 IA 20.20.20.0 [110/2] via 192.168.254.100, 00:01:48, FastEthernet0/0
10.0.0.0/24 is subnetted, 1 subnets
C 10.10.10.0 is directly connected, FastEthernet@/1
C 192.168.254.0/24 is directly connected, FastEthernet0/0
30.0.0.0/24 is subnetted, 1 subnets
0 IA 30.30.30.0 [110/2] via 192.168.254.101, 00:01:48, FastEthernet0/0
Sydney#

External Routes

NOTE

TIP

External routing information can be gained by OSPF through a number of means. The most
common means is through redistribution from another routing protocol. This is discussed
in detail in Chapter 6, “Redistribution.” This external route information must then be made
available throughout the OSPF AS in order for it to be of use. The AS boundary routers
(ASBRs) do not summarize the external routing information, but ASBRs flood the external
route information throughout the AS. Every router receives this information, with the
exception of stub areas.

Summarization at ASBR happens only when configured with an outbound distribute list or
an OSPF Summary statement, but this not the default. By default, Cisco routers let all
external routes in without summarization.

The types of external routes used in OSPF are as follows:

® El routes—E1 routes’ costs are the sum of internal and external (remote AS) OSPF
metrics. For example, if a packet is destined for another AS, an E1 route takes the
remote AS metric and adds all internal OSPF costs. They are identified by the El
designation within the OSPF routing table.

® E2 routes—E2 routes are the default external routes for OSPF. They do not add the
internal OSPF metrics; they use the remote AS only, regardless of where they are in
the AS. For example, if a packet is destined for another AS, E2 routes add only the
metrics from the destination AS associated with reaching the destination.

Multiple routes to the same destination use the following order of preference: intra-area,
inter-area, E1, and E2.
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OSPF Areas

Areas are similar to subnets in that the routes and networks contained within can be easily
summarized. In other words, areas are contiguous logical segments of the network that have
been grouped together. Through the use of areas within OSPF, the network is easier to
manage and provides a marked reduction in routing traffic. These benefits are gained
because the topology of an area is invisible to other routers outside of the area.

Areas also allow the routers contained within them to run their own link-state database and
SPF algorithm. A router runs one copy of the link-state database for each area to which it
is connected.

A typical scenario for many networks as they grow and more sites are added is that the
benefits of OSPF begin to degrade. For example, the link-state database continues to grow
in size as the size of the network and the number of routers grow. At some point, this
becomes inefficient.

The flooding of LSAs from a large number of routers can also cause congestion problems.
To solve these problems, begin by segmenting your AS into multiple areas. As you group
routers into areas, consider limiting the number of routers per area. Each router then has a
link-state database, with entries for each router in its area. This substantially increases the
efficiency of your OSPF network.

Characteristics of a Standard OSPF Area

The following list provides general characteristics of an OSPF area:

® Areas contain a group of contiguous hosts and networks.

® Routers have a per-area topological database and run the same SPF algorithm.
® Each area must be connected to the backbone area known as area 0.

®  Virtual links can be used to connect to area 0 in emergencies.

® Intra-area routes are used for routes within to destinations within the area.

Standard Area Design Rules

Consider the following requirements when designing an OSPF area:
® A backbone area, known as area 0, must be present.
® All areas must have a connection to the backbone area, even stub areas.
® The backbone area must be contiguous.

®  Only use virtual links as an emergency temporary measure.
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Area 0: The OSPF Backbone Area

A backbone area is the logical and physical structure for the AS and is attached to multiple
areas. The backbone area is responsible for distributing routing information between
nonbackbone areas. The backbone must be contiguous, but it need not be physically
contiguous; backbone connectivity can be established and maintained through the configu-
ration of virtual links. This is discussed in further detail in Chapter 4, “Design Funda-
mentals.”

Stub Areas

An area is referred to as a stub area when there is commonly a single exit point from that
area, or if external routing to outside of the area does not have to take an optimal path. A
stub is just what it sounds like: a dead end within the network. Packets can enter and leave
only through the ABR. Why would you ever need such an area? The reason is network size.
By building stub areas, you can reduce the overall size of the routing tables within the
routers that are inside an OSPF stub area. Stub areas have the following functional and
design characteristics:

® External networks, such as those redistributed from other protocols into OSPF, are not
allowed to be flooded into a stub area. Specifically, the ABR stops LSA Types 4 and
5. Therefore, no router inside a stub area has any external routes.

® Configuring a stub area reduces the link-state database size inside an area and reduces
the memory requirements of routers inside that area.

® Routing from these areas to the outside world is based on a default route. Stub areas
do contain inter-area and intra-area routes because the ABR injects a default route
(0.0.0.0) into the stub area.

[ ]

Stub areas typically have one ABR; this is the best design. However, you can have
additional ABRs, but this might cause suboptimal routing.

All OSPF routers inside a stub area must be configured as stub routers because whenever
an area is configured as stub, all interfaces that belong to that area start exchanging OSPF
Hello packets with a flag that indicates that the interface is part of an OSPF stub area. This
is actually just a bit in the Hello packet (E bit) that gets set to 0. All routers that have a
common area must to agree on that flag. For example, all the routers in a stub area must be
configured to recognize that the area is a stub. If the routers don’t agree, they cannot become
neighbors and routing does not take effect.

Stub areas have certain restrictions applied to their operation. This is because they have
been designed not to carry external routes, and any of the situations in the following list can
cause external links to be injected into the stub area. These restrictions are as follows:

® Stub areas cannot be used as a transit area for virtual links.

® An ASBR cannot be internal to a stub area.
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® OSPF allows certain areas to be configured as stub areas, but the backbone area cannot
be a stub area.

® LSA Types 4 and 5 are not allowed in a stub area.

TIP An extension to a stub area is called a fotally stubby area. Cisco Systems indicates this type
of stub area by adding a no-summary keyword to the stub area configuration within the
router. A totally stubby area is one that blocks external routes and summary routes (inter-
area routes) from going into the area. This way, only intra-area routes exist, and a default
route of 0.0.0.0 is injected into the area.

Not-So-Stubby Areas

Not-so-stubby areas (NSSAs) are defined in RFC 1587, “The OSPF NSSA Option.”
NSSAs can be useful for ISPs and large institutions that need to connect to a remote site
that runs a different routing protocol. NSSAs allow OSPF to import external routes into a
stub area. This is a direct design violation of a regular stub area, and that is why a new RFC
was introduced. By defining this new type of area, a new LSA type (Type 7) was also intro-
duced. Using the new LSA, OSPF can now handle this apparent contradiction of importing
external routes into a stub area.

NSSAs are useful for instances where you have no Internet transit link and you have to
redistribute a legacy RIP network into a stub area, but you still have only a single exit point
to other OSPF areas. There are many applications for this because many devices do not
speak OSPF (or do not speak it well); these devices can speak RIP.

Figure 2-8 illustrates a typical NSSA network topology.

Figure 2-8  NSSA Topological Example
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OSPF Operational Environment

This section describes the basic characteristics and features of the OSPF operational
environment. The features and characteristics of its operation and design define the
environment in which OSPF operates. Simply put, the operational environment of OSPF is
defined as the network architecture in which the protocol can function correctly.

RFC 1793, “Extending OSPF to Support Demand Circuits,” provides an example that
concerns adding to OSPF the capability to operate in demand-based circuits. Until this RFC
was published and implemented, OSPF did not function properly when dealing with circuits
such as ISDN. Now that the protocol has been adjusted to operate properly when dealing with
demand-based circuits, the functional environment of the protocol has expanded.

With that example in mind, turn your attention to the four router types and the three network
types that OSPF recognizes.

Types of OSPF Routers

Figure 2-9

Four different types of routers designate the hierarchical routing structure used by OSPF. Each
router has a unique role and set of defining characteristics within the hierarchy. Figure 2-9 shows
a typical OSPF network, with multiple areas containing the different types of OSPF routers.
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The following sections provide general descriptions for the four types of OSPF routers.

Internal Routers

Internal routers (IRs) are routers whose directly connected networks all belong to the same
OSPF area. These types of routers have a single link-state database because they belong to
only one area.

Area Border Routers

ABRs are attached to multiple OSPF areas, so there can be multiple ABRs within a
network. ABRs have multiple instances of the link-state database because of this. The ABR
has one database for each area that is summarized and then presented to the backbone for
distribution to other areas.

Routers located on the border of one or more OSPF areas and that connect those areas to
the backbone network are known as ABRs, which are considered to be members of both the
OSPF backbone and the attached areas. The ABRs therefore maintain multiple link-state
databases that describe both the backbone topology and the topology of the other areas. An
ABR sends summary LSAs to the backbone area, and to be considered an ABR, the router
must be connected to the backbone.

Autonomous System Boundary Routers

TIP

ASBRs are connected to more than one AS and exchange routing information with routers
in another AS. ASBRs advertise the exchanged external routing information throughout
their AS. Every router within an AS knows how to get to each ASBR with its AS. ASBRs
run both OSPF and another routing protocol, such as RIP or BGP. ASBRs must reside in a
nonstub OSPF area.

When using Cisco routers, the redistribution command is often used to bring two routing
protocols together. BGP can also be used to bring multiple autonomous systems together.
For additional information on this protocol and its use, see Internet Routing Architectures,
Second Edition, by Sam Halabi.

ASBRs deal with external routes. One way that an ASBR can be configured or activated in
OSPF is to add the redistribute static or redistribute connected command within the
OSPF routing process.
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Backbone Routers
Routers whose interfaces connect them only to the backbone area are considered backbone
routers (BRs). BRs do not have an interface to the other OSPF areas, because if they did,
they would be considered ABRs.

OSPF Network Types

Figure 2-10 illustrates the four different network types within which OSPF operates.

Figure 2-10 OSPF Network Types
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The following list explains the characteristics of the OSPF network types as illustrated in
Figure 2-10:

® Broadcast— A network type that connects two or more OSPF routers over a broadcast
media such as Ethernet or FDDI. Neighbor relationships are developed using OSPF
Hellos; from that, a designated router (DR) and backup designated router (BDR) are
formed via adjacencies to them.

NOTE The next section fully explains OSPF neighbor relationships, adjacencies, and DRs.

® Nonbroadcast multiaccess (NBMA)—NBMA networks do not allow broadcasts by
default; examples include frame relay, ATM, or X.25 networks. NBMA networks also
have the potential for multiple adjacencies, but because they do not all send broadcasts,
they cannot guarantee the proper relationships will form.

® Point-to-multipoint— A method of configuring NBMA networks that allows OSPF
to operate as if the routers were connected via point-to-point links instead of via an
NBMA network. There are no DRs or BDRs in this configuration because each link
is treated as a point-to-point link.

® Point-to-point— A single circuit that connects two OSPF routers, which allows a
single-neighbor relationship to be built. Some examples of this are leased lines
running Point-to-Point Protocol (PPP) or High-Level Data Link Control (HDLC).
There are no DRs or BDRs in this network type.

Configuring the OSPF network type is done at the interface level of a router, as demon-
strated in Example 2-3.

Example 2-3  Configuring the OSPF Network Type

HAL9000 (config-if)#ip ospf network ?
broadcast Specify OSPF broadcast multi-access network
non-broadcast Specify OSPF NBMA network
point-to-multipoint Specify OSPF point-to-multipoint network
point-to-point Specify OSPF point-to-point network

Router Identification

Every router running OSPF within a network must have a unique router ID (RID). This
identification is a 32-bit number that identifies one router to another router within an AS.
The RID is used by the OSPF link-state database (LSDB) as a method of tracking each
router within the AS and the links that are associated with it.

This identification number is unique to each OSPF router. You can use several methods to
determine how your network decides upon the OSPF RID.

4~ 40
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To determine the RID, OSPF uses the following process:

Step1 Has the RID been manually set using the ospf router-id command? If not
proceed to Step 2.

Step 2 Ifloopback interfaces are present, the highest loopback IP address in use
is used. If only a single loopback address is in use, this IP address is used.
If a loopback interface is not present, go to next step.

Step 3 Set the RID as the highest IP address on one of the router’s active
interfaces.

Configuring a loopback address on the Cisco router has the added benefit of being much
more stable than the default method of using the highest IP address present on the router,
because a loopback address cannot go down or lose connectivity, which would result in the
need to update routing tables. The interface is essentially a software-based interface that
can be used for many additional purposes, such as summarizing IP address ranges or
troubleshooting. Loopback addresses are reachable, provided they fall within the advertised
IP address category.

TIP When configuring the IP address for your loopback interface, remember that a “real” IP
address uses valuable address space. The alternative is to use an unregistered or private IP
address, which is essentially a made-up IP address that is not part of your network’s normal
IP address range. Refer to RFC 1918 if you decide to use this method.

Neighbors

OSPF considers two routers that have an interface located on a common network as
neighbors. When OSPF discovers its neighbors, this is the first step of discovering the
network and building a routing table. This process begins with the router learning the router
identification numbers of its neighbors via multicast Hello packets.

Hello packets are transmitted every 10 seconds for broadcast and point-to-point interfaces
and every 30 seconds on NBMA interfaces. Hello packets are sent to a multicast destination
address of 224.0.0.5 (AlISPFRouters); this allows all routers running OSPF to receive and
process the Hello packets.

A neighbor relationship begins when the routers exchanging Hello packets see their own
RID in the other router’s Hello packet and they agree upon the following:

® Hello/dead transmission intervals
® Area ID number

® Subnet mask (for multiaccess networks)
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® Stub area flag (described earlier)
® Authentication type and password

The output in Example 2-4 helps you determine the neighbor relationships that your router
has formed. In this example, the router HAL9000 has a relationship with all the other
routers to which it is attached.

Example 2-4  Determining Router OSPF Neighbor Relationships

HAL9000#show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
192.168.254.102 1 FULL/BDR 00:00:37 192.168.254.102 Ethernet0
192.168.254.100 1 FULL/DROTHER 00:00:32 192.168.254.100 Ethernet0
192.168.254.101 1 FULL/DROTHER 00:00:34 192.168.254.101 Etherneto0
HAL9000#

TIP To build stable OSPF neighbor relationships, ensure that the number of routers per LAN is
small. Use the priority command to organize which is the DR, and avoid having the same
router as the DR for more than one link through the use of the ip ospf priority command.

Adjacencies

For adjacencies to form, OSPF must first have discovered its neighbors. Adjacencies are

formed for the purpose of exchanging routing information. Not every neighboring router

forms an adjacency. The conditions under which OSPF forms adjacencies are as follows:
® Network connectivity is point-to-point.

® Network connectivity is achieved through a virtual link.

® The router is the DR.

® The neighboring router is the DR.

® The router is the BDR.

® The neighboring router is the BDR.

Adjacencies control the distribution of routing updates in the sense that only routers
adjacent to the one sending an update process the update. Chapter 3, “OSPF Communi-
cation,” discusses the forming of adjacencies in more detail.

Neighbor Versus Adjacent OSPF Routers

This is a common question that should be explained easily yet is often not. Think of it this
way. You live next to many different people, and you are considered neighbors to them as
aresult. You might wave at them when you drive to the store, but you are not close friends.
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Example 2-5

In certain circumstances, you become close friends with people with whom you were first
neighbors. These close friends become known as adjacent; you talk to each other over the
fence in the summer, have them over for dinner—that kind of thing. You essentially have a
stronger level of communication with them.

You can determine which other routers you are adjacent with by using the show ip ospf
interface command, as demonstrated in Example 2-5.

Determining Router Adjacencies

HAL9000#show ip ospf interface
Ethernet@ is up, line protocol is up
Internet Address 192.168.254.253/24, Area 0
Process ID 100, Router ID 192.168.254.253, Network Type BROADCAST, Cost: 10
Transmit Delay is 1 sec, State DR, Priority 1
Designated Router (ID) 192.168.254.253, Interface address 192.168.254.253
Backup Designated router (ID) 192.168.254.102, Interface address 192.168.254.102
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
Hello due in 00:00:06
Neighbor Count is 3, Adjacent neighbor count is 3
Adjacent with neighbor 192.168.254.102 (Backup Designated Router)
Adjacent with neighbor 192.168.254.100
Adjacent with neighbor 192.168.254.101
Suppress hello for @ neighbor(s)
Serial® is down, line protocol is down
OSPF not enabled on this interface
HAL9000#

Designated Routers

OSPF builds adjacencies between routers for purposes of exchanging routing information.
However, when OSPF has to deal with NBMA or broadcast networks, a problem presents
itself. In these types of networks, there are multiple routers, which would result in too many

adjacencies. To combat superfluous adjacencies, the Designated Router (DR) was introduced.

OSPF designates a single router per multiaccess network to build adjacencies among all
other routers. You can calculate the number of adjacencies needed as follows:

Number of adjacencies needed = [n(n—1)]/2
where 7 is the number of routers on a common wire
For example, assume that you have 5 routers:
[5 * (5-1)]/2 = 10 adjacencies
As another example, assume that you have 10 routers:
[10 * (10-1)]/2 = 45 adjacencies

A DR is elected by OSPF’s Hello protocol. The presence of a DR reduces the number of
adjacencies that are formed, which in turn reduces the amount of routing protocol traffic
and router overhead.
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DRs are beneficial, but how does OSPF figure out which router on a network is the DR?
The following steps describe how OSPF determines which router will be the DR.

NOTE The steps that describe how a DR is elected assume that no DRs already exist on that
network. If this is not the case, the process alters slightly; refer to RFC 2328 for additional
information.

Figure 2-11 illustrates the process of selecting which router becomes the DR and BDR.

Figure 2-11 Electing a DR
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The process illustrated in Figure 2-11 uses the following steps:

1

OSPF selects a router at random and examines its list of neighbors; call this Router T.
This list of router neighbors consists of all the routers that have begun a bidirectional
communication among themselves. This communication is referred to as two-way and
is the most advanced state of communication that neighboring routers can achieve
without forming an adjacency.

Router T removes from that list all routers that are ineligible to become the DR. This
would consist of routers that have an OSPF-assigned routing priority of 0. The process
of altering the default priority is discussed later in this section. Proceed to the next step
with the remaining routers on the list.

The BDR, which is chosen first, is determined through calculations on which router
has the highest priority. If more than one router has the same priority value, OSPF
takes the router with the highest router ID to break the tie.

Priority values can be defined or allowed to default. If a DR already exists, any router
is ineligible for election at this point.

If no other router has declared itself to be the DR, assign the newly commissioned
BDR to become the DR.

If Router T is now the new DR, the process begins again to identify which router
functions as the BDR.

For example, if Router T is the DR, it is ineligible for election when Step 3 is repeated.
This ensures that no Router declares itself both the DR and the BDR. As a result of
these calculations, Router T has become the DR and the router’s OSPF interface state
is set accordingly. For example, the DR has a new interface state of DR and the BDR
has an interface state of DR other.

The DR now begins sending Hello packets to begin the process of building the
necessary adjacencies with the remainder of the network’s routers.

Case Study: Adding a New OSPF Router to a Network

This case study provides a scenario that covers most of the information presented in this
chapter. Suppose that a new OSPF router is added to a network. With this scenario, follow
the case study to understand the ramifications of how adding a new OSPF router would
affect an operating network. Refer to Figures 2-12 through 2-15, which detail each step of
the process as it occurs in the following sequence:

1
2

A new OSPF router is added to the network.

This new router immediately transmits a multicast Hello packet by using the all-OSPF
routers multicast address of 224.0.0.5. At this point, the router does not know if there
is a DR (see Figure 2-12).
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Figure 2-12 Adding a New Router
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take over as the DR.

3 The DR and BDR respond to the new router with a unicast Hello packet that is
specifically addressed to it. This begins the process of building an adjacency (see
Figure 2-13).
Figure 2-13 DR and BDR Respond
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4 After the adjacency has been established with the DR, the new router sends a router
LSA (Type 1) to the DR describing the specific links it has available and the status of
these links. During this time, the BDR is also listening to see if the DR responds, thus
proving that the BDR is operational (see Figure 2-14).

Figure 2-14 Router LSA Is Sent
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5 The BDR continues to listen, thereby ensuring that the DR is operating. The DR sends
out a multicast (224.0.0.5) network LSA to the entire network, informing them of the
new routes available as a result of the new router. All routers must then respond with
an acknowledgment so that the DR knows that they have received the new information
(see Figure 2-15). If the DR fails, the BDR becomes the DR, and another election
takes place to determine the new BDR.

Figure 2-15 Network LSA Is Sent

Multicast

F—~

.
&

& &
Network New Router
LSA
and acks
back to DR

4~ 40



%}% 6%8 0323FMf.book Page 88 Wednesday, March 12,2003 9:41 AM

88 Chapter 2: Introduction to OSPF

NOTE

At this point, the new router has been fully identified to all other routers within the network.
This information also includes any networks the new router can reach.

In certain OSPF networks, you want to force the determination of which router is to be
the OSPF DR and BDR. For example, perhaps you have some routers that have larger
processors and more memory, in which case you would want to make them the DRs. In
addition, perhaps you are preparing for a certification lab test. In these cases, you use a
command, applied on a per-interface basis, known as ip ospf priority.

The default value is 1, so the higher the router priority, the more likely it is to become the
DR or BDR. This command can also be used to guarantee that a router does not become the
DR by setting the priority to zero.

Router priority is configured only for interfaces to multiaccess networks (in other words,
not for point-to-point networks).

For example, to set the router priority value to 5, you enter the following commands:

interface ethernet 0@

ip ospf priority 5

It is important to understand that the order in which routers join an OSPF area can have
an effect on which routers are elected as the DR and BDR. Specifically, an election is
necessary only when a DR or BDR does not exist in the network. As a router starts its OSPF
process, it checks the network for an active DR and BDR. If they exist, the new router
becomes a DR other; in other words, it does not become the DR or the BDR, regardless of
its priority or router ID. Remember, the roles of DR and BDR were created for efficiency;
new routers in the network should not force an election when roles are already optimized.

Case Study: Developing the Link-State Database

Earlier in this chapter, you learned how LS As were used to send information about the links
between OSPF routers. These LSAs are stored in the router in a database with each LSA as
a record in that database.

Figure 2-16 shows the OSPF network topology for this case study.
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Figure 2-16 OSPF Network Topology for Link-State Database Case Study
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Example 2-6 shows entries generated by the show ip ospf database command from the
router HAL.9000.

Example 2-6  Viewing the LSA Database for the HAL9000 Router

HAL9000#show ip ospf database
OSPF Router with ID (192.168.254.253) (Process ID 100)

Router Link-states (Area 0)

Link ID ADV Router Age Seq# Checksum Link count

192.168.254.100 192.168.254.100 649 0x80000003 0x75C 1

192.168.254.101 192.168.254.101 651 0x80000003 0x55B 1

192.168.254.102 192.168.254.102 582 0x8000000A OxF461 1

192.168.254.253 192.168.254.253 1486 0x80000051 0xD669 1
Net Link-states (Area 0)

Link ID ADV Router Age Seq# Checksum

192.168.254.253 192.168.254.253 1346 0x80000006 0x355B
Summary Net Link-states (Area 0)

Link ID ADV Router Age Seq# Checksum

10.10.10.0 192.168.254.102 648 0x80000002 0xBC91

20.20.20.0 192.168.254.100 1312 0x80000001 0x61D1

30.30.30.0 192.168.254.101 651 0x80000002 OXEF23

HAL9000#

Notice how the output here shows no information on the other areas in Figure 2-16. This is
because the HAL900O router is a backbone router and has no other interfaces in areas other
than area 0. Contrast the output in Example 2-6 for the HAL9000 router with the output
generated from the same command on the Tokyo router in Example 2-7.

+/@
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Example 2-7

NOTE

Viewing the LSA Database for the Tokyo Router

Tokyo#show ip ospf database
OSPF Router with ID (192.168.254.101) (Process ID 100)

Router Link-states (Area 0)

Link ID ADV Router Age Seq# Checksum Link count

192.168.254.100 192.168.254.100 903 0x80000003 0x75C 1

192.168.254.101 192.168.254.101 903 0x80000003 0x55B 1

192.168.254.102 192.168.254.102 836 0x8000000A 0OxF461 1

192.168.254.253 192.168.254.253 1740 0x80000051 0xD669 1
Net Link-states (Area 0)

Link ID ADV Router Age Seq# Checksum

192.168.254.253 192.168.254.253 1601 0x80000006 0x355B
Summary Net Link-states (Area 0)

Link ID ADV Router Age Seq# Checksum

10.10.10.0 192.168.254.102 902 0x80000002 0xBC9I1

20.20.20.0 192.168.254.100 1567 0x80000001 0x61D1

30.30.30.0 192.168.254.101 904 0x80000002 OXEF23
Router Link-states (Area 30)

Link ID ADV Router Age Seq# Checksum Link count
192.168.254.101 192.168.254.101 904 0x80000002 OxCC6D 1
Summary Net Link-states (Area 30)

Link ID ADV Router Age Seq# Checksum
10.10.10.0 192.168.254.101 826 0x80000005 0xC684
20.20.20.0 192.168.254.101 1566 0x80000001 0Ox65CB
192.168.254.0 192.168.254.101 1421 0x80000007 0Ox7B84
Tokyo#

In many cases, people use the term fopological database to describe the link-state database.
That is technically incorrect because RFC 2328 on OSPF v2 refers to the table as the link-
state database.

Each of these entries in Example 2-7 has a meaning in the LSA as defined in the following list:

® Heading and introduction— Cisco routers present you with a good bit of

information about what you are viewing prior to giving you the LSA entries. The first
part tells you what the RID is for, what router you have executed the command on,
and what OSPF routing process this database is for. Cisco routers can run multiple and
separate instances of OSPF.

Area information —If you recall, a router like an ABR maintains a separate link-state
database (LSDB) for each OSPF area. This part of the example reveals the type of
LSA and for which OSPF area the LSDB relates:

® Link ID—RID of the router sending the LSA.
® ADV router—Identifies the advertising router by its RID that originated the LSA.
® Age—Age of the LSA in seconds.

® Seq#—Sequence number of the LSA and is included within the LSA and the database
to prevent old or duplicate information.

®  Checksum—Ensures that the LSA checks out.

- +/@
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® Link count—Number of interfaces that OSPF is running on for the router that
transmitted the LSA. This field is present only in a Type 1 router LSA.

Figure 2-17 shows a network with eight routers, all running OSPF and with several of the
interfaces associated with different costs (indicated by thicker lines for easy reference).

Figure 2-17 Sample OSPF Network
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When viewing this network, note that cost is placed on a link per outgoing interface. For
example, for RtrA, it would cost 4 to go directly to RtrE in the center of the network.
However, if you were in RtrE, it would cost 5 to go directly to RtrA. Therefore, cost is
considered to be interface-based and is applied in an outgoing direction.

With the given network, OSPF develops a link-state database based on the topology shown
in Figure 2-17. In this network, it is assumed that all the routers belong to a single OSPF
area, so each router has an identical copy of the database and no other. This example uses area 0.

To make the table more legible, the names of the routers in Figure 2-17 have been
abbreviated as RA for RtrA, RB for RtrB, and so on.

NOTE

%
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Table 2-4

Table 2-4 shows the link-state database for each router in the OSPF network in Figure 2-17.
This table consists of several parts, each of which represents the contents of the link-state
database for each of the routers in Figure 2-17. The Router ID column identifies each of the
routers. The layout of the link-state database is a result of OSPF building the link-state
database with itself as the root of the tree. The next column, Neighbor, contains all the other
routers to which the root router is directly connected (that is, its neighbors). The third and
final column indicates the cost for the root router to reach its neighbor.

For example, consider Router A (RA). It has three neighbors: B, D, and E. The cost to reach
B is 2, the cost to reach E is 4, and so on.

Link-State Database by Router for the OSPF Network

Router ID Neighbor Cost
RA RB 2
RA RD 4
RA RE 4
RB RA 2
RB RC 1
RB RE 10
RC RB 5
RC RF 2
RD RA 4
RD RE 3
RD RG 5
RE RA 5
RE RB 2
RE RD 3
RE RF 2
RE RG 1
RE RH 8
RF RC 2
RF RE 2
RF RH 4
RG RE 1
RH RE 8
RH RF 6

%
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At this point, the network is not nearly converged. The next step is to go through that entire
process. Dijkstra’s algorithm was adapted for use when routers are running the SPF
algorithm. This process starts with the router having already created a link-state database,
as shown in Table 2-4. The process is described in the following steps:

1 A router begins the process of creating the SPF tree database by adding itself as the
root of the SPF tree (recall Figure 2-6). When the router starts as the root, it enters
itself as its own neighbor, with a cost of 0.

2 All entries in the link-state database that describe links to the root router’s neighbors
are added to the candidate database.

NOTE A candidate database is a working database that OSPF creates during this process to
expedite the calculation of the SPF tree entries from which the router derives the routing
table.

3 The cost from the root router to each link in the candidate database is calculated. The
link in the candidate database with the lowest cost is moved to the tree database. If
two or more links are an equally low cost from the root, choose one.

NOTE The tree database is the output of the root router running the SPF algorithm on the
candidate database. When the algorithm is completed, the tree database contains the
shortest path.

4 The neighbor RID of the link that was just added to the tree database is examined.
With the exception of any entries whose neighbor ID is already in the tree database,
information in the link-state database describing that router’s neighbors is added to
the candidate database.

5 If entries remain in the candidate database, return to Step 3. If the candidate database
is empty, the SPF algorithm is stopped. The SPF calculations are finished and
successful when a single neighbor ID entry is in the tree database that represents every
router in the OSPF area.

Table 2-5 summarizes the process and results of applying Dijkstra’s algorithm to build a
shortest-path tree for the network in Figure 2-17.

In Table 2-5, the columns each represent various processes on how the network converges.
The first column represents the potential candidate entries into the link-state database; after
the calculations, these entries are entered into the tree database. The Description column
explains the events that are occurring.

- +/@
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Table 2-5 SPF Algorithm Applied to the Database of Table 2-4

Candidate | Costto Tree
Entries Root Database | Description
- - RARA0 RA adds itself to the SPF tree as root.
RA,RB2 244 RARAO The links and their costs to all of RA’s neighbors are added to the
RARDA4 candidate list.
RARE4
RARD 4 443 RARA0 (RA RB,2) is the lowest-cost link on the candidate list, so it is
RAREA4 RARB.2 added to the tree. All of RB’s neighbors, except those already in the
RB.RC,1 tree, are added to the candidate list. Note that there are three paths
RBRE10- to RE. (RA ,RE4) is a lower-cost link to RE than (RB,RE,10) or
RD,RE 7 (RD,RE,7), so the last two links are dropped from the candidate list.
RARDA 445 RARA 0 (RB,RC,]1) is the lowest-cost link on the candidate list, so it is
RAREA4 RARB.2 added to the tree. All of RC’s neighbors, except those already on the
RCRF;22 RB.RC,1 tree, become candidates.
RARE4 4579 RARAO (RA,RD4) and (RA ,RE 4) are both a cost of 4 from RA; (RC,RF,2)
RC,RF2 RARB2 is a cost of 5. (RA,RD 4) is added to the tree, and its neighbors
RD.RE.3 RB.RC.1 become candidates. Two paths to RE are on the candidate list;
RDRG,5 RARDA4 (RD,RE,3) is a higher cost from RA and is dropped.
RC,RF,2 596512 |RARAQ (RERE,1) is added to the tree. All of RE’s neighbors not already on
RDRGS- RA,RB,2 the tree are added to the candidate list. The higher-cost link to RG is
RE.RF2 RB.RC,1 dropped.
RE.RG,1 RARD A
RE,RH,8 RARE4
RE.RF2 65129 RARAL (RC.,RE)2) is added to the tree, and its neighbors are added to the
RERG,1 RARB.2 candidate list. (RE,RG,1) could have been selected instead because
RERHS8 RB,RC,1 it has the same cost (5) from RA. The higher-cost path to RH is
RFRH 4 RARDA4 dropped.
RARE4
RCRF;22
RF,RH 4 RARAO (RE,RG,1) is added to the tree. RG has no neighbors that are not
RARB.2 already on the tree, so nothing is added to the candidate list.
RB.RC,1
RARD A
RARE4
RCRF_22
RE.RG,1
RARAQ (RF,RH 4) is the lowest-cost link on the candidate list, so it is added
RARB2 to the tree. No candidates remain on the list, so the algorithm is
RB.RC,1 terminated. The shortest-path tree is complete when RA has a
RARDA complete tree with all the shortest links to all other routers in the
RARE4 network.
RCRF.2
RE.RG,1
RFRH A4

- +/@
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RtrA from Figure 2-17 is running the SPF algorithm, using the link-state database of Table 2-5.
Figure 2-18 shows the shortest-path tree constructed for RtrA by this algorithm. After each
router calculates its own tree, it can examine the other routers’ network link information
and add the stub networks to the tree fairly easily. From this information, entries can be
made into the routing table.

Figure 2-18 SPF Results
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Case Study: OSPF Network Evolution and
Convergence

The preceding two case studies reviewed the link-state database and how it was developed.
This case study takes some concepts that were introduced in this chapter and shows how a
simple OSPF network evolves and converges.

MatrixNet, a high-tech graphics firm that does specialized animations for the movie
industry, has approached you to implement OSPF in its core network. The network is
connected via Ethernet between the three routers, as shown in Figure 2-19.
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Figure 2-19 MatrixNet OSPF Core Network
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In this case study, you configure OSPF on three Cisco routers. First, you configure loopback
interfaces to provide stable OSPF router IDs. Then, you configure the OSPF process and
enable OSPF on the appropriate interfaces.

Configuring Loopback Interfaces

When a loopback interface is not configured, OSPF uses the highest active interface IP
address as its router ID. In this network, a single Class C subnet contains all the network
management addresses for the entire network. Because the loopback interfaces are immune
to physical and data link problems, configuring them is an excellent method to set an RID.
Example 2-8 shows the configuration of a loopback interface on Routers Neo, Cypher, and Apoc.

Example 2-8  Configuring a Loopback Interface

Neo(config)#interface 1lo0@

Neo(config-if)#ip address 192.168. 254.82 255.255.255.0
Cypher(config)#interface 100

Cypher(config-if)#ip address 192.168.254.83 255.255.255.0
Apoc (config)#interface 1lo0

Apoc config-if)#ip address 192.168.254.84 255.255.255.0

Enabling OSPF

Now that loopback interfaces are configured, you must configure OSPF. Use the commands
in Example 2-9 to configure each router.

Example 2-9  Configuring OSPF

Neo(config)#router ospf 100
Neo(config-router)#network 192.168.254.0 0.0.0.255 area 0
Neo(config-router)#network 10.0.0.0 0.0.0.127 area 0

- +/@
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Verifying OSPF Operation

After you enable OSPF routing on each of the three routers, verify its operation using show
commands, as demonstrated in Example 2-10.

Example 2-10 Verifying OPSF Routing

Neo#show ip protocols

Routing Protocol is "ospf 100"
Sending updates every @ seconds
Invalid after @ seconds, hold down @, flushed after 0
Outgoing update filter list for all interfaces is
Incoming update filter list for all interfaces is
Redistributing: ospf 100
Routing for Networks:

10.0.0.0/25
192.168.254.0
201.0.0.0/25

Routing Information Sources:
Gateway Distance Last Update
192.168.254.84 110 03:09:43
192.168.254.83 110 03:09:43

Distance: (default is 110)

With this command output, you can gain some useful data regarding the operation of OSPF
in your network. You can see the networks that OSPF is routing as well the RIDs of the
other routers in the network that have sent routing information. The output from the show
ip ospf command, as demonstrated in Example 2-11, displays more specific information
regarding how OSPF is running on the router that the command is executed on.

Example 2-11  Qutput from the show ip ospf Command

Neo#show ip ospf

Routing Process "ospf 100" with ID 192.168.254.82

Supports only single TOS(TOSQ@) routes

Supports opaque LSA

It is an area border router

SPF schedule delay 5 secs, Hold time between two SPFs 10 secs

Minimum LSA interval 5 secs. Minimum LSA arrival 1 secs

Number of external LSA @. Checksum Sum 0x0

Number of opaque AS LSA @. Checksum Sum 0x0

Number of DCbitless external and opaque AS LSA 0

Number of DoNotAge external and opaque AS LSA 0

Number of areas in this router is 2. 1 normal 1 stub @ nssa

External flood list length 0@

Area BACKBONE(0)

Number of interfaces in this area is 2
Area has no authentication
SPF algorithm executed 15 times
Area ranges are
Number of LSA 4. Checksum Sum @x158A8
Number of opaque link LSA @. Checksum Sum 0x0
Number of DCbitless LSA 0
Number of indication LSA 0@

continues
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Example 2-11

Example 2-12

Output from the show ip ospf Command (Continued)

Number of DoNotAge LSA 0
Flood list length @
Area 201
Number of interfaces in this area is 1
It is a stub area
generates stub default route with cost 1
Area has no authentication
SPF algorithm executed 7 times
Area ranges are
100.0.0.0/16 Passive Advertise
201.0.0.0/16 Passive Advertise
Number of LSA 6. Checksum Sum 0x42B44
Number of opaque link LSA @. Checksum Sum 0x0
Number of DCbitless LSA 0@
Number of indication LSA 0
Number of DoNotAge LSA 0
Flood list length 0

This show command provides a wealth of OSPF information and how OSPF is operating
on the router that it is executed on. Through this command, you see what the RID is for
OSPF (192.168.254.82), which is the loopback interface’s IP address that you configured
earlier in Example 2-8. You can also see what kind of OSPF router it is (for example, an
ABR). You can also see how many times the SPF algorithm has run per area (recall that
OSPF calculates the LSDB on a per-area basis).

On the router you are evaluating, you want to find out what the router knows about OSPF
on other routers and the network in general. The next set of commands reference the
neighbors and what router (Neo) has learned about them. Example 2-12 provides infor-
mation about the neighboring routers using the show ip ospf neighbor command.

Displaying Neighboring Router OSPF Information

Neo#show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
192.168.254.83 1 FULL/DROTHER 00:00:38 10.0.0.1 FastEthernet0/0
192.168.254.84 1 FULL/BDR 00:00:37 10.0.0.2 FastEthernet0/0
Neo#

In this output, you can see the following:

® RIDs of Neo’s neighboring routers

® State of communication each is in (more on that in Chapter 3)

® [P address on the neighbor router from which Neo received the OSPF communication
[ ]

Receiving interface

%
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This is useful information when you are working with networks that have large numbers of
neighbors. Now look at the State column. As previously mentioned, Neo is communicating
to each neighbor, as represented by the FULL status. The other part of the State column
indicates the role that router is playing. In other words, the 192.168.254.84 neighbor is the
BDR for the network, and neighbor 192.168.254 .83 says it is DROTHER (that is, DR
other). Can you guess which of the three routers is the DR? The results of the show ip ospf
neighbor detail command in Example 2-13 tells you if you guessed correctly.

Example 2-13 Displaying Detailed Neighboring Router OSPF Information

Neo#show ip ospf neighbor detail
Neighbor 192.168.254.83, interface address 10.0.0.1
In the area 0 via interface FastEthernet0/0
Neighbor priority is 1, State is FULL, 6 state changes
DR is 10.0.0.3 BDR is 10.0.0.2
Options is 0@x2
Dead timer due in 00:00:33
Index 2/2, retransmission queue length @, number of retransmission 2
First 0x0(0)/0x0(0) Next 0x0(0)/0x0(0)
Last retransmission scan length is 1, maximum is 1
Last retransmission scan time is @ msec, maximum is @ msec
Neighbor 192.168.254.84, interface address 10.0.0.2
In the area 0 via interface FastEthernet0/0
Neighbor priority is 1, State is FULL, 6 state changes
DR is 10.0.0.3 BDR is 10.0.0.2
Options is 0@x2
Dead timer due in 00:00:39
Index 1/1, retransmission queue length @, number of retransmission 1
First 0x0(0)/0x0(0) Next 0x0(0)/0x0(0)
Last retransmission scan length is 1, maximum is 1
Last retransmission scan time is @ msec, maximum is @ msec
Neo#

The show ip ospf neighbor detail command provides all the data needed to analyze the
communication between OSPF neighbor routers. Notice that this command identifies the DR
and BDR for the network and shows all the information regarding the various OSPF timers.

The show ip ospf interface command is one of the most descriptive regarding the status
of the network. With this command, you can determine how OSPF is operating on the
interface it is run on and what those operational parameters are. Because each interface on
a given router is connected to a different network, some of the key OSPF information is
interface-specific. Example 2-14 demonstrates sample output from this command.
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Example 2-14  Qutput from the show ip ospf interface Command

Neo#show ip ospf interface fa@/0@
FastEthernet@/@ is up, line protocol is up
Internet Address 10.0.0.3/25, Area 0
Process ID 100, Router ID 192.168.254.82, Network Type BROADCAST, Cost: 1
Transmit Delay is 1 sec, State DR, Priority 1
Designated Router (ID) 192.168.254.82, Interface address 10.0.0.3
Backup Designated router (ID) 192.168.254.84, Interface address 10.0.0.2
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
Hello due in 00:00:09
Index 1/1, flood queue length 0
Next 0x0(0)/0x0(0)
Last flood scan length is @, maximum is 3
Last flood scan time is @ msec, maximum is @ msec
Neighbor Count is 2, Adjacent neighbor count is 2
Adjacent with neighbor 192.168.254.83
Adjacent with neighbor 192.168.254.84 (Backup Designated Router)
Suppress hello for @ neighbor(s)
Neo#

The final command discussed in this chapter is the show ip ospf database command. You
have seen how the LSDB is formed and the role that it plays in developing the routing table in
an OSPF network. Example 2-15 demonstrates how the LSDB is represented in a Cisco router.

Example 2-15 OQutput from the show ip ospf database Command

Neo#show ip ospf database

OSPF Router with ID (192.168.254.82) (Process ID 100)

Router Link States (Area 0)

Link ID ADV Router Age Seq# Checksum Link count
192.168.254.82 192.168.254.82 1696 0x80000013 OxBA5A 2
192.168.254.83 192.168.254.83 1943 0x8000000D Ox4E71 2
192.168.254.84 192.168.254.84 1675 0x8000000D Ox5F5D 2

Net Link States (Area 0)

Link ID ADV Router Age Seq# Checksum
10.0.0.3 192.168.254.82 1951 0x8000000B 0x2090

Router Link States (Area 201)

Link ID ADV Router Age Seq# Checksum Link count
192.168.254.82 192.168.254.82 423 0x8000000F OXD1EE 0

+/@
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Example 2-15 Qutput from the show ip ospf database Command (Continued)

Summary Net Link States (Area 201)
Link ID ADV Router Age Seq# Checksum
0.0.0.0 192.168.254.82 1178 0x8000000C OXA8CF
10.0.0.0 192.168.254.82 1953 0x80000011 @Ox1FC9
192.168.254.82 192.168.254.82 1698 0x8000000B OxCCF1
192.168.254.83 192.168.254.82 1953 0x8000000B OxCCEF
192.168.254.84 192.168.254.82 1698 0x8000000B 0OxC2F8

This command presents which LSDB to use based on area and LSA type; more discussion
is presented in Chapter 3. However, you can see that each link is represented.

Summary

This chapter discussed the fundamental concepts of routing protocols and analyzed the
differences between the two most important link-state protocols, IS-IS and OSPF. One
section was dedicated to objectively analyzing and supporting the choice of a network
protocol. Hopefully though, the inherent benefits of OSPF are readily apparent to you! It is
also important to understand that sometimes being able to make a business successful is
almost as important as being able to implement and design a network.

The “OSPF Routing Hierarchy” section demonstrated how that protocol permits a variety
of configurations and implementations. This capability requires many different levels or
areas. OSPF’s capability to perform as a hierarchical routing protocol allows it to be
considered in networks of varying sizes. As a result of this, OSPF supports a variety of
techniques and designations that make operation and design much smoother. Within this
section, you learned about the types of OSPF routers and hierarchical design techniques.
The latter included how OSPF separates the hierarchy through the use of areas and auton-
omous systems.

The “OSPF Operational Environment” section helped you understand the internetworking
environment of the OSPF protocol so that you can design a network in which it operates
properly. The functional environment is a key element in understanding OSPF. Within this
section, several basics to the protocol are discussed: network types, router identification,
adjacencies, designated routers, protocols within OSPF, and LSAs.
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CHAPTER

OSPF Communication

Believe in yourself. You gain strength, courage, and confidence by every experience in which you stop
to look fear in the face... You must do that which you think you cannot do.—Eleanor Roosevelt

This chapter introduces you to how OSPF communicates among routers running OSPF.
Chapter 2, “Introduction to OSPF,” introduced the components and roles that the routers
play when using OSPF and how routes are calculated through the SPF algorithm. When
discussing the SPF operations, you were presented with a case study that outlined entry
processing in the OSPF link-state database and how routes were determined. This chapter
covers how the link-state information is then entered into the link-state database through
OSPF’s use of link-state advertisements (LSAs). This chapter also covers the various
internal OSPF protocols that define and allow OSPF routers to communicate.

Link-State Advertisements

A link is any type of connection between OSPF routers, such as a frame relay link or an
Ethernet segment. The state is the condition of the link, that is, whether the link is available
for use (for example, up or down). An advertisement is the method that OSPF uses to
provide information to other OSPF routers. Therefore, LSAs are a special type of packet
that OSPF uses to advertise changes in the state of a specific link to other OSPF routers.

Types of LSAs

Unlike distance vector protocols (RIP or IGRP), OSPF does not send its routing table to
other routers. Instead, routing tables are derived from the LSA database, as discussed in
Chapter 2. OSPF has a variety of router designations and area types. This complexity
requires that OSPF communicates information as accurately as possible to achieve optimal
routing. OSPF accomplishes this communication through the use of different types of
LSAs. Table 3-1 describes the ten different types of LSA packets that can be generated by
the source router and entered into the destination router’s LSA database. However, note that
Cisco has not implemented all the possible OSPF LSAs, specifically the Type 6 multicast
LSA, as documented in RFC 1584.

4~ 40
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Table 3-1 Types of LSAs

LSA Type Number LSA Description

1 Router link advertisements

2 Network link advertisements

3 ABR summary link advertisements

4 ASBR summary link advertisements

5 Autonomous system external route advertisements
6 Multicast group LSA (not implemented by Cisco)
7 Not-so-stubby area (NSSAs) external

9 Opaque LSA: Link-local scope

10 Opaque LSA: Area-local Scope

11 Opaque LSA: autonomous system scope

The following section provides general descriptions, an operational overview, and the
packet format of nine of the LSA packet types. (Type 6 is not discussed.)

Although several different types of LSAs exist and each has a unique structure to reflect the
information it contains, they each share a common packet header, as shown in Figure 3-1.
After the common header, the specific LSA packet information is then provided for router
processing. You learn about the packet structure for each LSA type as it is discussed.

Figure 3-1  Link-State Advertisement Common Header

0 1 2 3

01234567890123456789012345678901

LS Age Options LS Type
Link State ID

Advertising Router

LS Sequence Number
LS Checksum Length

Type 1: Router LSAs

Router LSAs describe the states of the router’s links within the area and are flooded only
within an area for which that router is a member. The fact that Type 1 LSAs describe links
in the area is a key differentiator between this LSA type and the others. For example, an
OSPF ABR router is in two areas and sends router LSAs for the link that resides only in
each area. (That is, cross-transmission is not allowed.)

- +/@
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When discussing OSPF LSAs, you need to understand that OSPF has two native types of
routes:

® Intra-area route— A route found within an OSPF area
® Inter-area route— A route found in a different OSPF area

Figure 3-2 shows that Type 1 LSAs contain intra-area information.

Figure 3-2  Type 1 LSA Operation: Router LSAs Describe the Current State of the Router’s Links (Interfaces) to
the OSPF Area (Intra-Area)

The link-state ID is the originating router’s ID. Figure 3-3 shows the structure of each router
LSA packet.

Figure 3-3  Router LSA Packet Layout

0 1 2 3
01234567890123456789012345678901

o [vV[E[B] o Number of Links
Link ID
Link Data
Type #TOS TOS 0 Metric
TOS=x 0 TOS x Metric
TOS=y 0 TOS y Metric
TOS=z 0 TOS z Metric

Type 2: Network LSAs

Network LSAs are generated only by designated routers (DRs) and describe the set of
routers attached to a particular nonbroadcast multiaccess (NBMA) or broadcast network.

- +/@
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The purpose of the network LSA is to ensure that only one LSA is generated for the NBMA

or broadcast network (as opposed to one from each attached router). This is a form of
internal OSPF summarization. Specifically, Type 2 LSAs describe all routers that are

attached to a multiaccess network. This information is an indication of all routers that are

connected to a particular multiaccess segment, such as Ethernet, Token Ring, FDDI, and
Frame Relay (as well as NBMA). Figure 3-4 shows that Type 2 LSAs are flooded in the

area that contains the network.

Figure 3-4  Type 2 Network LSA Operation: Describing the OSPF Routers in a Network

OSPF Area

RtrB

—_
e

- OSPF

) '“»“'i Designated
Router (DR)

Type 2 LSA - | know about
Routers A,B,C,D.

The link-state ID is the IP interface address of the DR. Figure 3-5 shows the structure of

each network LSA packet.

Figure 3-5  Network LSA Packet Format

0 1
012345678901

2 3
23456789012345678901

LS Age

Options 2

Link State ID

Advertising Router

LS Sequence Number

LS Checksum

Length

Network Mask

Attached Router

%
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NOTE Type of service (TOS) is no longer used in OSPF, so TOS fields remain for clarity in the
packet structure.

Type 3: ABR Summary LSAs

Summary LSAs are generated only by area border routers (ABRs) and describe inter-area
routes to various networks. Specifically, Type 3 LSAs describe networks that are within the
OSPF autonomous system but outside of the particular OSPF area that is receiving the LSA.
A Type 3 LSA has a flooding scope of being transmitted only into the area where the
network or subnet is not found. For example, if an ABR is connected to area 1 and area 0
with a network that has subnet 172.16.1.0/24 in area 1, a Type 3 LSA is not flooded into
area 1 for that subnet. The ABR generates a Type 3 LSA and floods it into area O but not
into area 1. Figure 3-6 demonstrates this concept. These LSAs can also be used for aggre-
gating routes.

Figure 3-6  Type 3 LSA Operation: Type 3 LSAs Tell Other Areas About Other Inter-Area Routes

Autonomous System (AS)

OSPF Area Contains

OSPF Area Contains

Networks Networks
L.M.N.O a.b.cd
P.Q.R.S e.f.g.k

Type 3 LSA—I know about

Type 3 LSA—I know about
networks L.M.N.O & P.Q.R.S

networks a.b.c.d & e.f.g.k

The link-state ID is the destination network number. Figure 3-7 shows the format of each
summary LSA packet.

4~ 40
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Figure 3-7

Type 4: ASBR Summary LSAs

Type 4 LSAs are very similar in function to Type 3 LSAs, but the two must not be confused.
Each summary LSA describes a route to a destination outside the OSPF area yet still inside
the autonomous system (that is, an inter-area route). The Type 4 summary LSAs describe
routes to autonomous system (AS) boundary routers (ASBRs) and are also generated by
ABRs. Therefore, Type 4 LSAs enable other routers to find and reach the ASBR. Figure 3-

Figure 3-8

Summary LSA Packet (Type 3 and 4) Format

0 1 2 3
01234567890123456789012345678901

Network Mask
TOS=0 0 TOS 0 Metric
TOS=x 0 TOS x Metric
TOS=z 0 TOS z Metric

8 shows the operation of Type 4 LSAs.

Type 4 Summary LSAs: Type 4 LSAs Tell the Network How to Reach the ASBR
OSPF AS

OSPF Area 0

Type 4 LSA — Here is
the route to the ASBR.

OSPF Area 20

+/@
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The link-state ID is the router ID of the described ASBR. Figure 3-7 (shown previously)
illustrates the format of each packet.

Type 5: Autonomous System External LSAs

Type 5 LSAs are generated by the ASBRs. These LSAs describe routes to destinations that are
external to the AS. Type 5 LSAs are flooded everywhere, with the exception of stub areas.

External links are an indication of networks outside of the OSPF routing process in the AS.
These outside networks can be injected into OSPF via different sources, such as static and
redistribution. The ASBR has the task of injecting these routes into an AS. Figure 3-9 illus-
trates the operation of Type 5 LSAs.

Figure 3-9  Type 5 LSA Operation

External AS ™. _~ OSPFAS

\ !
\ !
\ASBR/
“= 24| Type 5LSA—Iknow about those
. : ‘ external routes and this default.
7

/
/
|
\

Consider a real-world example of how a Type 5 LSA might be used. In Figure 3-9, you see
an AS that has a default route to the Internet. The ASBR knows about the default route, but
in order for the rest of the network to know about it, the ASBR must inject the route into an
advertisement. The advertisement that carries this default route information to the rest of
the AS is the Type 5 LSA.

The link-state ID is the external network number. Type 5 LSAs also inform other routers
about a default route if one is configured in your network. Figure 3-10 shows the format of
Type 5 LSA packets.
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Figure 3-10 Type 5 LSA Packet Structure

0 1 2 3
01234567890123456789012345678901
Network Mask

E| 0 | Metric

Forwarding Address

External Route Tag

E| Tos | TOS Metric

Forwarding Address

External Route Tag

Type 7: Not-So-Stubby Area LSAs

Type 7 LSAs are generated by ASBRs. These LSAs describe routes within a not-so-stubby-
area (NSSA). Type 7 LSAs can be summarized and converted into Type 5 LSAs by the
ABRs for transmission into other OSPF areas. After Type 7 LSAs are converted to Type 5
LSAs, they are distributed to areas that can support Type 5 LSAs. Figure 3-11 illustrates the
operation of Type 7 LSAs, and Figure 3-12 illustrates the format of Type 7 LSA packets.

Figure 3-11 Type 7 LSA Operation

ASBR OSPF Stub Area 51 ABR
RIP Jiss e
Network e i Type 7 LSA About RIP Netw> Can

OSPF Area 0

Type 5 LSA About RIP Netwb

This external network ABR (has highest
makes the stub area router ID) translates
an NSSA. Type 7 to Type 5

LSAs for the NSSA.
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Figure 3-12 Type 7 LSA Packet Format

0 1 2 3
01234567890123456789012345678901
LS Age Options 5

Link State ID

Advertising Router

LS Sequence Number

LS Checksum Length
Network Mask
E| 0 | Metric

Forwarding Address

External Route Tag
E| TOS | TOS Metric

Forwarding Address

External Route Tag

NOTE When discussing NSSA operation and structure, be aware that NSSAs have their own RFC
(1587). Refer to this RFC for more detailed information.

One of the most interesting features of NSSAs is how they convert Type 7 LSAs, which
describe the external routes to all the routers in the NSSA, into the more commonly seen
Type 5 LSAs so that all the rest of the OSPF autonomous systems know about the external
routes. The RFC describes this process, but the flow chart in Figure 3-13 makes it easier to
understand.
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Figure 3-13 NSSA Type 7-to-Type 5 LSA Translation Process

The router with the highest RID (i.e. ABR) within an NSSA will be

responsible for translating Type 7 LSAs into Type 5 LSAs as part of
the SPF calculation; after the original Type 7 and 5 LSAs have been
processed, the following can occur:

e |

(1) The Type 7 LSA has been tagged
for advertisement. The address/mask
pair is found on this router and then
translate if the following is true:

(1.1) The translation has not already
occurred

AND

(1.2) Path or metric is different
between the Type 7 and 5

OR

(1.3) Forwarding address is different
between the Type 7 and Type 5.

If forwarded, all route characteristics
will remain the same except the
advertising router will be shown as

(2) The Type 7 LSA
has been tagged for
advertisement.

The route’s address or
mask indicates a more
specific route because
of a longer mask for
example; then a Type
5 LSAis generated
with link-state ID equal
to the range’s address.
The advertising router
field will be the router
ID of this Area Border
Router.

(3) When the route’s status indicates
DoNotAdvertise, then the router will
suppress the Type 5 translation.

However, if the P-bit is set and the
LSA has a nonzero forwarding
address and if the route is not
configured, then the translation will
occur if one of the following is true:

(3.1) No Type 5 LSA has already
been translated from the Type 7 LSA
in question.

(3.2) The path type or the metric in
the corresponding type 5 LSA is
different from the Type 7 LSA.

(8.3) The forwarding address in the
corresponding Type 5 LSAis
different from the Type 7 LSA.

the ABR.

Type 9: Opaque LSA: Link-Local Scope
As the name of this LSA implies, its transmission scope is defined as being confined to a
local network or subnet only.

NOTE Opaque LSAs are used for Multiprotocol Label Switching (MPLS) traffic engineering
purposes. Specifically, opaque LSAs are used to distribute various MPLS traffic
engineering attributes, such as capacity and topology of links, throughout a network. In
addition to Cisco, other major vendors such as Juniper and Riverstone implement opaque
LSAs; however, as indicated in RFC 2370, “The OSPF Opaque LSA Option,” determining
their use is vendor-specific. Therefore, some testing might be required to find the optimal
use of opaque LSAs across different platforms.

+/@
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Type 10: Opaque LSA: Area-Local Scope

As the name of this LSA implies, the transmission scope is defined as being confined to an
OSPF area only.

Type 11: Opaque LSA: Autonomous System Scope

As the name of this LSA implies, the transmission scope is defined as being confined to an
OSPF AS. Figure 3-14 illustrates the format of Type 9—11 LSA packets.

Figure 3-14 Type 9, 10, and 11 LSA Packet Structure

0 1 2 3
01234567890123456789012345678901

LS Age Options 9,10, or 11
Opaque Type Opaque ID
Advertising Router
LS Sequence Number
LS Checksum Length
Opaque Information

LSA Operation Example

Now that all nine implemented LSAs have been discussed and you understand how they
operate within the OSPF functional environment, refer to Figure 3-15 for a visual represen-
tation of the operation and interaction among the various types of LSAs within an OSPF

network.
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Figure 3-15 LSA Operation

External
Network L,
&
Type 5
Area 0 External LSA Area 1
Type 5 ~ 7
External LSA . . s ‘
— 7
Type 1 Router LSA I =
Type 2 Network LSA ’ Type 1 Router LSA
Type 2 Network LSA
Type 3 ABR 7
Summary LSA " 7z ’i
Type 4 ASBR Summary LSA
~ Z T
Type 5 . ta Type 3 ABR Summary LSA
External LSA
Area 2

7

'y
Type 1 Router LSA
Type 2 Network LSA

~ 7

&y

OSPF Autonomous System
Type 5 LSAs are flooded to all areas.

Type 4 ASBR Summary LSAs are sent to describe the ASBR by the ABRs.

Type 3 ABR Summary LSAs are sent describing the networks, but only to the
area that does not know about the specific network.

Type 2 Network LSAs describe the OSPF routers in a network.

Type 1 Router LSAs describe the networks each router knows about.

As previously discussed, the router links are an indication of the state of the interfaces on

a router belonging to a certain area. Each router generates a router link for all of its inter-

faces. Summary links are generated by ABRs; this is how network reachability information
is disseminated among areas. Normally, all information is injected into the backbone (area
0), and the backbone, in turn, passes it on to other areas. ABRs also have the task of propa-
gating the reachability of the ASBR. This is how routers know how to get to external routes
in other autonomous systems.

- 4@
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Cisco’s implementation of OSPF uses nine distinct LSAs, each of which is generated for a
unique purpose that helps to keep the OSPF network routing table intact and accurate.
When a router receives an LSA, it checks its link-state database. If the LSA is new, the
router floods the LSA out to its neighbors. After the new LSA is added to the LSA database,
the router reruns the SPF algorithm. This recalculation by the SPF algorithm is essential to
preserving accurate routing tables. The SPF algorithm is responsible for calculating the
routing table, and any LSA change might also cause a change in the routing table. Figure
3-16 demonstrates this transaction, where Router A loses a link and recalculates the shortest
path first algorithm and then floods the LSA change out to the remaining interfaces. This
new LSA is then immediately flooded to all other routers and then analyzed by Routers B
and C, which recalculate and continue to flood the LSA out the other interfaces to Router D.

Figure 3-16  Example of a Router Sending a New LSA and Flooding

NOTE

This is new info
1) Flood

2) Update dbase
3) Run SPF

Router B
Router A Router D
Interface
goes down. {8y 3
% ~m,
oy . 7 \ISP‘\G
Router C

Network a. b. c. d.
becomes unreachable.
Rerun shortest path first
algorithm Flood change.

If no link-state changes occur, LSAs are sent every 30 minutes to all neighboring routers to
ensure that routers have the same link-state database.

OSPF routers in the same area all have the same link-state database and run the same SPF
algorithm with themselves as the root, as discussed in Chapter 2. The SPF algorithm uses
the records to determine the network topology and to compute the shortest path to a desti-
nation. The characteristics of the link-state database are as follows:

® All routers belonging to the same area have the identical link-state database.

® Calculating routes by using the SPF is performed separately by each router in the area.

%
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® LSA flooding is contained within the area that experienced the change.

® The link-state database is comprised of LSA entries.
® A router has a separate link-state database for each area to which it belongs.

The SPF algorithm (aka Dijkstra’s algorithm) computes the shortest path from the local
OSPF router to each destination within the network. As these computations run and
determine the shortest path, this information is placed into a routing table. From these
computations, the router derives the next router (hop) that must be used to reach the desti-
nation. This information is used by the router to route packets on to their destination.

Many factors can affect the results of these calculations, such as TOS and externally derived routes.

Link-State Database Synchronization

Figure 3-17 illustrates the initial synchronization of the link-state database, which occurs
in five steps, as detailed in the numbered sequence in the figure.

When an OSPF adjacency is formed, a router goes through several state changes before it
becomes fully adjacent with its neighbor. Those states are defined in the OSPF RFC 2328,
Section 10.1. See Figure 3-18 for a discussion of each state. Not every pair of neighboring
routers becomes adjacent. Instead, adjacencies are established with some subset of the
router’s neighbors. Routers connected by point-to-point networks and virtual links always
become adjacent. On multiaccess networks, all routers become adjacent to both the desig-
nated router and the backup designated router (defined later in this section).
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Figure 3-17 Link-State Database Synchronization

o~ \ >~
A B J
OSPF Down When routers first start OSPF, it is “down” on a link. Down
means they have not discovered any neighbors yet.

(OSPF will then “attempt” to contact its neighbors by
OSPF Attempt | sending Hello packets.

Router A starts INIT by sending Hello w/ its RID.
< >

/Router B receives Router A’s Hello packet but does not
see its own RID in the packet.
Step 1: INIT | Router B sends a Hello packet to Router A. Thepacket has
both RIDs in it.

Router B Hello packet with Router A RID.

Router A sends Hello packet with Router B N
RID, and they will have decided on the DR
and Hello timers by this point as well.

P

Bidirectional communication is established between OSPF
routers and they are considered neighbors at this step.

Step 2: 2-way [

Routers become Master/Slave and agree upon Database
Step 3: Exstart g P ]

Descriptor initial sequence number. RouterA is master.

>

Step 4: Exchange
DD (initial sequence # + 1)

DD (initial sequence # + 2)

DD’s are exchanged (one packet at a time) back and forth
until the LSDB are synchronized.

| DD (initial sequence #)

Step 5: Loading [Llnk-state requests and updates are sent to get more recent]

LSAs that had not yet been received in Exchange state.

Step 6: FULL In this state, neighboring routers are fully adjacent. ]

This is reflected in OSPF.
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Figure 3-18 OSPF States

Start (router sends Hello packets)

Hello Received

2-Way Received 1-Way Received, Fall Back

Neighbor
Relationship
Established

Adjacency|Required

Negotiation
Completed
Adjacency
Relationship
@ Exchange

Established
Done
Loading Done

We have achieved link-state database
synchronization!

The states for link-state database synchronization, as illustrated in Figure 3-17, are

described in the following list:

® Down—This is the first OSPF neighbor state. It means that no information has been
received from this neighbor, but Hello packets can still be sent to the neighbor in this

state.

® Attempt— This state is valid only for neighbors in an NBMA environment. Attempt
means that the router is sending Hello packets to the neighbor but has not yet received

any information.

Alternatively in OSPF, if the routers had been neighbors (had successfully exchanged
Hello packets) in the past but the neighbor relationship had been lost (possibly due to
Hello timeout failure), the router restarts communication by attempting to reestablish

the neighbor relationship by sending Hellos.

%
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Init (Step 1 in Figure 3-17)— This state specifies that the router has received a Hello
packet from its neighbor, but the receiving router’s ID was not included in the Hello
packet. When a router receives a Hello packet from a neighbor, the router should list
the sender’s router ID in its Hello packet as an acknowledgment that it received a valid
packet.

2-Way (Step 2 in Figure 3-17) — After OSPF routers achieve this state, they are
neighbors. This state designates that bidirectional communication has been
established between two routers. Bidirectional means that each router has seen the
other’s Hello packet with its router ID in the other’s Hello packet and that all Hello
timers match. After the discovery of other OSPF routers and the election of a DR are
complete, this state is achieved, and a router decides whether to increase the strength
of its relationship by becoming adjacent with this neighbor. On broadcast media, a
router becomes full only with the DR and the backup designated router (BDR); it stays
in the 2-way state with all other neighbors. Database descriptor (DD) packets are sent
between neighbors to synchronization their link-state databases during this step.

Exstart (Step 3 in Figure 3-17)—This is the first state in forming an adjacency. Two
neighbor routers form a master/slave relationship and agree on a starting sequence
number that is incremented to ensure that LSAs are acknowledged properly and that
no duplication occurs. The router with the higher router ID (RID) becomes the master
and, as such, is the only router that can increment the sequence number. DD packets
begin to be transmitted. The initial DD sequence number is agreed on here.

Exchange (Step 4 in Figure 3-17) —DD packets continue to flow as the slave router
acknowledges the master’s packets and vice versa. The DD packets are sent back and
forth one packet at a time until their respective link-state databases are completely
synchronized. The master/slave relationship is negotiated in state Exstart.

Loading (Step 5 in Figure 3-17) —Link-state requests are sent to neighbors asking
for recent advertisements that have not yet been discovered. At this stage, the router
builds several tables (see Chapter 2) to ensure that all links are up to date and have
been acknowledged properly in the LSAs. Figure 3-19 shows the fields and informa-
tion contained within the link-state request packet format.
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Figure 3-19 Link-State Request Packet Format

NOTE

0 1 2 3
01234567890123456789012345678901
Version # 3 ‘ Packet Length

Router ID
Area ID

Checksum ‘ AuType

Authentication

Authentication

LS Type

Link State ID

Advertising Router

®  Full (Step 6 in Figure 3-17)— After OSPF routers achieve this state, they are
adjacent. OSPF routers are now fully adjacent because their link-state databases are
fully synchronized. Full is the normal state for DR and BDR or point-to-point links,
but 2-Way is normal for non-DR or non-BDR routers.

When a router is stuck in another state, this is an indication that there are problems in
forming adjacencies. The only exception to this is the 2-way state, which is normal in a
broadcast network. Routers achieve the full state with their DR and BDR only. Neighbors
always see each other as 2-way. If a router does not receive a Hello packet from a neighbor
within the RouterDeadlInterval time (RouterDeadlnterval = 4 * Hellolnterval by default),
the neighbor state changes from Full to Down.

During the beginning of the link-state database synchronization process, normal LSAs are
not sent. Instead, the routers exchange DD packets; these are Type 2 packets that are used
when an adjacency is being initialized and the two routers in question are exchanging and
synchronizing their link-state databases. These DD packets contain the contents of the link-
state database. Figure 3-20 shows the fields and information contained within each DD
packet. The router first sends DDs and based on what it discovers, a router will send link-
state requests. The receiving router will respond with LSAs, to which the first router sends
link state acknowledgments.

+/@
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Figure 3-20 Database Descriptor Packet Format

0 1 2 3
01234567890123456789012345678901

Version # 2

|

Packet Length

Router ID

Area ID

Checksum

|

AuType

Authentication

Authentication

Interface MTU

\ Options[o[o[o[o]o]i]u]ms

DD Sequence Number

LSA Header

Multiple packets might be needed to complete the synchronization. In that case, a poll-
response procedure is used, with one router becoming the master and the other the slave, as

previously discussed.

Speaking OSPF

OSPF routers communicate with each other by using the various subprotocols with the

OSPF protocol. OSPF runs on top of IP, although OSPF is composed of the following

subprotocols:
® Hello
® Exchange

® Flooding

The following sections discuss these subprotocols in detail.

Types of OSPF Packets

OSPF uses five different packets in its protocols. Table 3-2 describes the different OSPF

packet types. This section discusses each protocol and the role that the packets play.

%
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Table 3-2 Overview of OSPF Packet Types

Packet Name Type/Number | Function

Hello 1 Discovers and maintains neighbors.
Database description 2 Summarizes database contents.

Link state request 3 Requests LSAs that need to be downloaded

to requesting router. Only sent during
Exchange, Loading, or Full state.

Link state update 4 Contains a list of the LSAs that are to be
updated. Often used in flooding, as
discussed later in this chapter.

Link state acknowledgment 5 Acknowledges the packets sent out during
flooding to ensure efficient use of floods.

All OSPF packets share a common header. Figure 3-21 illustrates a breakdown (by field) of
the common header found at the beginning of each packet issued by an OSPF subprotocol
(Hello, exchange, flooding). In OSPF, these packets are sent out to the multicast address
(224.0.0.5) that is listened to only by OSPF routers.

Figure 3-21 Common OSPF Packet Header

0 1 2 3
01234567890123456789012345678901

Version # Type ‘ Packet Length
Router ID
Area ID
Checksum ‘ AuType
Authentication
Authentication

The OSPF version number is set in the header and it is currently at version 2. The type of
packet allows OSPF to correctly interpret the packet when it is received (type shown in
Table 3-2). The packet length is expressed in bytes and is the total size of the packet
including the header.

Hello Process/Protocol

Although this is an OSPF book, many different protocols use a concept of Hello packets
just like OSPF, for example EIGRP. Therefore, understanding the rationale behind the use

- +/@
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and implementation of Hello is important. Specifically in OSPF, the Hello protocol is used
for the following purposes:

® To ensure that communication between neighbors is bidirectional (two-way)

® To discover, establish, and maintain neighbor relationships

® To elect the DR and BDR on broadcast and NBMA networks
® To verify that neighboring OSPF routers are operational (that is, to act as a keepalive
mechanism)

Figure 3-22 demonstrates how OSPF routers transmit Hello packets into the network to
discover their neighbors.

Figure 3-22 Hello Protocol Operation

Hello

[Hello
r}ii rﬁi

Unless otherwise configured, Hello packets default to a transmission time of once every 10
seconds or 30 seconds for nonbroadcast multiaccess (NBMA). When a new OSPF router is
introduced, the operation of the Hello protocol is as follows:

1 The OSPF router sends out the Hello packet as a multicast.
2 The Hello packet is received by the new OSPF router.

3 All OSPF routers on that segment receive and process the Hello packet. Only the new
OSPF router replies with its own multicast Hello packet.

Designating OSPF’s Hello packets as multicast was a coherent protocol design decision by
the OSPF Working Group. Multicasting provides the OSPF with the capability to forward
a single packet, which is processed only by certain interfaces on the subnet or wire. Specif-
ically, only those interfaces that have the OSPF routing process enabled are capable;
therefore, those network interface cards (NICs) are “listening” for Hello packets with the
OSPF multicast addresses in them. Interfaces that are not running OSPF ignore the
multicast packet.
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TIP

At the data link layer of the OSI reference model, the IP multicast address is mapped to a
Layer 2 multicast address. For example, on Ethernet, the last 23 bits of the IP multicast
address are added to the Ethernet multicast header of 0100.5¢. Therefore, the AlISPFRouters
multicast IP address maps to a MAC address of 0100.5¢00.0005. In the event that a
broadcast subnet does not support multicasting, the AIISPFRouters address is subsequently
mapped into the Layer 2 broadcast address (ffff ffff fftf). The OSPF Hello protocol operates
with some variation, depending on the type of network in use.

The Hello interval can be manipulated with the ip ospf hello-interval seconds interface
configuration command, although there is rarely a good reason for changing this parameter.
Also, the OSPF dead interval = 4 x ospf hello interval is good to know for the CCIE lab.
Use care when changing the Hello interval because neighbor relationships might never
come up. Two routers that cycle through various OSPF states frequently have mismatched
Hello/dead intervals, as shown in the following example you can check timer values:

HAL9000#show ip ospf interface ethernet 0
Ethernet® is up, line protocol is up
Internet Address 192.168.254.253/24, Area 0
Process ID 100, Router ID 10.10.10.10, Network Type BROADCAST, Cost: 10
Transmit Delay is 1 sec, State DR, Priority 1
Designated Router (ID) 10.10.10.10, Interface address 192.168.254.253
No backup designated router on this network
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
Hello due in 00:00:03
Neighbor Count is @, Adjacent neighbor count is 0
Suppress hello for @ neighbor(s)
HAL9000#

Hello Protocol Operational Variations

In broadcast networks (for example, Ethernet or Token Ring), each router advertises
itself by periodically sending out multicast Hello packets, which allow neighbors to be
discovered dynamically.

In NBMA networks (for example, frame relay, X.25, or ATM), the OSPF router can require
some additional configuration information in order for the Hello protocol to operate
correctly. This configuration is the protocol going out onto the network to find or elect the
designated router, as previously discussed in the section “OSPF Network Types” in Chapter
2. In this case, the OSPF neighbor information must be manually configured, thereby
allowing OSPF to send the Hello packets via unicast to the neighbor.

In point-to-point or point-to-multipoint networks (that is, Frame Relay topologies), the
OSPF router sends out Hello multicast packets to every neighbor with which it can commu-
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nicate directly. However, in point-to-multipoint networks, Hello packets can be sent as
multicast if the data link layer replicated the packet. Neighbor information can be
configured manually to indicate who to send a unicast Hello packet to if the data link
replication does not work, such as in the ATM ARP server model.

Hello Protocol Packet Format

The OSPF Hello protocol packets are formatted in only one way. All OSPF packets start
with a standardized 24-byte header, which contains information that determines whether
processing is to take place on the rest of the packet. The packets contain the fields that are
shown in Figure 3-23, always in the same order. All the fields in this format are 32-bit fields,
except for the following fields:

® Hellolnterval (16 bits)
® Options (8 bits)
® Priority (8 bits)

Figure 3-23 Hello Packet Detail

0 1 2 3
01234567890123456789012345678901

Version # 1 ‘ Packet Length
Router ID
Area ID gtsag,dfrd
Checksum ‘ AuType g EZZ‘;‘:
Authentication
Authentication
Network Mask
HelloInterval Options Rtr Pri
RouterDeadlnterval Hello
Designated Router Packet
Backup Designated Router
Neighbor

The following list describes what each of the packet fields represents:

® Version #—Identifies the OSPF version running on the router that is originating the
Hello packet.

® Packet length—Provides the total length of the Hello packet in bytes.
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® Router ID —Contains the originating router identification number as determined by
OSPF (highest IP address or loopback). The RID must be unique, and if more than
one loopback interface is figured, the loopback interface with the highest IP address
is used.

® Area ID—Contains the area number to which the originating router is shown as a
32-bit number.

® Checksum—Ensure that the packet integrity has not been compromised during
transmission. The same method is used in OSPF as is used in Ethernet and IP.

® Network Mask — Subnet mask that is associated with the interface. If subnetting is
not used, this field is set to the number of bits in the network portion of the address.

® HelloInterval —Number of seconds between the Hello packets that the router
transmits.

® Rtr Pri—Ifused, this is the where the router’s priority would be annotated; otherwise,
the default is 1. If the router priority value is set to 0, this indicates that this router is
not eligible in the election of BDR or DR.

® RouterDeadInterval —Number of seconds since the last Hello packet was received
before declaring a silent router as being no longer reachable.

® Designated Router —IP address of the network’s designated router (if present). This
field defaults to 0.0.0.0 when a designated router is not present, such as on point-to-
point circuits.

® Backup Designated Router —IP address of the network’s backup designated router
(if present). This field defaults to 0.0.0.0 when a designated router is not present, like
on-demand circuits.

® Neighbor —Contains the router IDs of each router that has sent a valid Hello packet.
This field can have multiple entries.

Exchange Process/Protocol

When two OSPF routers have established bidirectional (two-way) communication, they
synchronize their routing (link-state) databases. For point-to-point links, the two routers
communicate this information directly between themselves. On network links (that is,
multiaccess network —either broadcast or nonbroadcast), this synchronization takes place
between the new OSPF router and the DR. The exchange protocol is first used to synchronize
the routing (link-state) databases. After synchronization, any changes in the router’s links
use the flooding protocol to update all the OSPF routers.

Note that this protocol is asymmetric. The first step in the exchange process is to determine
which is the master and which is the slave. After agreeing on these roles, the two routers
begin to exchange the description of their respective link-state databases. This information
is passed between the two routers via the exchange protocol packet layout, as shown in
Figure 3-24.
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Figure 3-24 Exchange Protocol Packet Layout

0 1 2 3
01234567890123456789012345678901
OSPF Packet Header, Type = 2 (dd)

0 0 Options 0 IMMs

DD Sequence Number
Link State Type
Link State ID

Advertising Router

Link State Sequence Number

Link State Checksum Link State Age

As they receive and process these database description packets, the routers make a separate
list that contains the records they need to exchange later. When the comparisons are com-

plete, the routers then exchange the necessary updates that were put into the list so that their
databases can be kept up to date.

Flooding Process/Protocol

Flooding in OSPF is responsible for validating and distributing link-state updates to the
link-state database whenever a change or update occurs to a link. Changes or updates are
key concepts regarding when flooding occurs. Flooding is part of the LSDB synchronization
mechanism within OSPF. The goal of this mechanism is to keep the LSDBs of the routers in an
OSPF domain synchronized within time in the presence of topological changes.

In the event of a link-state change (for example, from up to down), the router that experi-
enced the change transmits a flooding packet (link-state update), which contains the state
change. This update is flooded out all the routers’ interfaces. The primary goal of flooding

is to ensure that every router receives the changed or updated LS A within the flooding scope
(area or domain).

Flooding occurs differently between neighbors in OSPF depending on a the following factors:

® Type 1 through 4 and 7 LSAs are flooded within an area; each LSA has a different
flooding scope, as previously discussed.

® Type 5 LSAs are flooded throughout the OSPF domain, except for stub and NSSAs.

[ ]

When a DR is present, only non-DRs flood to the DR. The DR then floods to everyone
as required.

4~ 40



%% 6%8 0323FMf.book Page 128 Wednesday, March 12,2003 9:41 AM

Al

128 Chapter 3: OSPF Communication

®  When two OSPF routers have not yet established an adjacency, they do not flood each
other; that is, they are in the middle of LSDB synchronization.

OSPF expects an acknowledgment from each link-state update. To ensure that the flooded
packet is received by all of its neighbors, OSPF continues to retransmit the link-state update
packet until it receives an acknowledgment from each of its neighbors. OSPF can acknowledge
an update in two ways:

®  When the destination router sends an acknowledgment directly to the source
router —In this case, there is no DR in use by OSPF if this is occurring.

® When a DR is in use and it receives the update— When this occurs, the DR
immediately retransmits this update to all other routers. Therefore, when the sending
router hears this retransmission, it is considered an acknowledgment, and no further
action is taken.

Figure 3-25 shows the field names and packet layout for the flooding subprotocol.

Figure 3-25 Flooding Protocol Packet Layout

0 1 2 3
01234567890123456789012345678901
OSPF Packet Header, Type = 4 (upd.)

Number of Advertisements

Link State Advertisements

Manipulating LSAs

Cisco IOS Software Release 12.0 introduced several new features that allow you to alter the
default behavior of the OSPF LSAs. These new features are Cisco proprietary in nature, so
use them in a multivendor network with discretion.

You should first give a lot of thought to altering the OSPF default behaviors. With these
precautions in mind, now it’s time to discuss them and determine where they would fit in
your network.

Understanding LSA Group Pacing

NOTE

The OSPF LSA group pacing feature allows the router to group OSPF LSAs and pace the
refreshing, checksumming, and aging functions. The group pacing results in more efficient
use of the router.

Cisco has made LSA group pacing the default behavior for OSPF in Cisco 10S Software
Release 12.0 and later.
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Figure 3-26

Each OSPF LSA is recorded and tracked with an age that indicates whether the LSA is still
valid. When the LSA reaches the maximum age (60 minutes), the LSA is discarded from
the link-state database. A router keeps track of LSAs that it generates and LSAs that it
receives from other routers. The router refreshes LSAs that it generated; it ages the LSAs
it received from other routers.

During normal OSPF operation, LSA refresh packets are sent to keep the LSA from
expiring, regardless of whether a change has occurred in the network topology. The origi-
nating router sends a refresh packet every 30 minutes to refresh the LSA; this prevents the
LSA age from ever reaching 60 minutes.

Sending an update every 30 minutes is not an ideal solution if that is the only method used.
OSPF also performs checksumming on all LSAs, in the link-state database, every 10
minutes.

Prior to the LSA group pacing feature, Cisco IOS Software would perform LSA refreshing
on a single timer, and checksumming and aging on another timer. For example, in the case
of refreshing, the software would scan the entire database every 30 minutes, refreshing
every LSA the router generated, no matter how old it was. Figure 3-26 illustrates all the
LSAs being refreshed at once. This process wasted CPU resources because only a small
portion of the database needed to be refreshed.

OSPF LSAs on a Single Timer

All LSAs refreshed, for example, 120 external LSAs on Ethernet need 3 packets.

| 30 Minutes | 30 Minutes | 30 Minutes | ”

Prior to OSPF packet pacing, all LSAs refreshed at once.

A large OSPF database (several thousand LSAs) might have thousands of LSAs with
different ages. Refreshing on a single timer resulted in the age of all LSAs becoming
synchronized, which resulted in much CPU processing at once. Furthermore, a huge
number of LSAs might cause a sudden increase of network traffic, consuming a large
amount of network resources in a short period of time.

This problem is solved by each LSA having its own timer. Again using the example of
refreshing, each LSA gets refreshed when it is 30 minutes old, independent of other LSAs.
Therefore, the CPU is used only when necessary. However, LSAs being refreshed at
frequent, random intervals would require many packets for the few refreshed LSAs that the
router must send out. That would be inefficient use of bandwidth.

The router delays the LSA refresh function for an interval of time instead of performing it
when the individual timers are reached. The accumulated LSAs constitute a group, which
is then refreshed and sent out in one or more packets. Therefore, the refresh packets are
paced, as are the checksumming and aging. Figure 3-27 illustrates the case of refresh

.
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packets. The first time line illustrates individual LSA timers; the second time line illustrates
individual LSA timers with group pacing.

Figure 3-27 OSPF LSAs on Individual Timers

( At frequent, random intervals, another LSA needs
to be refreshed. This would require many refresh
packets, containing only a few LSAs.

If You Used
Individual

LSA Timers l l l l l l ll

A

T 20 LSAs, 1 Packet
37 LSAs, 1 Packet
LSA
Transmission 15 LSAs, 1 Packet
with Group A

with
aomg I ! 1 | [ |

\|4Min aMin |4Min |4 Min [4Min | 4Min | 4Min |

The router groups OSPF LSAs and paces the refreshing, checksumming, and aging
functions so that sudden hits on CPU usage and network resources are avoided. This feature
is most beneficial to large OSPF networks.

How to Configure LSA Group Pacing

OSPF LSA group pacing is enabled by default. For typical customers, the default group
pacing interval for refreshing, checksumming, and aging is appropriate, and you do not
need to configure this feature. The pacing interval is configurable; it defaults to 4 minutes,
which is randomized to further avoid synchronization.

The group pacing interval is inversely proportional to the number of LSAs that the router
is refreshing, checksumming, and aging. For example, if you have approximately 10,000
LSAs, decreasing the pacing interval would be beneficial. If you have a small database (40
to 100 LSAs), increasing the pacing interval to 10 to 20 minutes might benefit you slightly.

The default value of pacing between LSA groups is 240 seconds (4 minutes). The range is
10 seconds to 1800 seconds (half an hour). To configure the LSA group pacing interval, you
would enter the following commands in router configuration mode:

router ospf 100
timers lsa-group-pacing 60

This configuration changes the OSPF pacing between LSA groups to 60 seconds.
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Understanding OSPF Packet Pacing

Prior to this feature being added to Cisco IOS Software Release 12.0, some OSPF update
packets were getting lost in cases where the link was slow —for example, when a neighbor
could not receive the updates fast enough or the router was out of buffer space. As an
example, packets might be dropped if either of these topologies existed:

® A fast router was connected to a slower router over a point-to-point link.
® During flooding, several neighbors dumped updates to a single router at the same time.
OSPF update packets are now automatically paced by a delay of 33 milliseconds. Pacing is also

added between retransmissions to increase efficiency and minimize lost retransmissions.

Through the use of pacing, OSPF update and retransmission packets are sent more
efficiently. In addition, you can display the LSAs waiting to be sent out an interface.

There are no configuration tasks for this new Cisco IOS Software feature; it occurs
automatically. To observe OSPF packet pacing by displaying a list of LSAs waiting to
be flooded over a specified interface, use the following command in EXEC mode:

show ip ospf flood-list

Blocking LSA Flooding

By default, OSPF floods new LSAs out all interfaces in the same area, except the interface
on which the LSA arrives. OSPF floods based on the characteristics discussed earlier in this
chapter. This is important because OSPF-specific behavior is to continue flooding until an
acknowledgment on the link-state update packet is received.

Some redundancy is desirable because it ensures robust flooding and accurate routing;
however, too much redundancy can waste bandwidth and might destabilize the network due
to excessive link and CPU usage in certain topologies. For example, the bandwidth
consumed by OSPF in a fully meshed topology might be considerable, and it might then be
desirable to block flooding.

You can block OSPF flooding of LSAs two ways, depending on the type of networks:

® On broadcast, nonbroadcast, and point-to-point networks, you can block flooding
over specified OSPF interfaces.
®  On point-to-multipoint networks, you can block flooding to a specified neighbor.

On broadcast, nonbroadcast, and point-to-point networks, to prevent flooding of OSPF LSAs
out of a specific interface, use the following command in interface configuration mode:

ospf database-filter all out

On point-to-multipoint networks, to prevent flooding of OSPF LS As to a specific neighbor,
use the following command in router configuration mode:

router ospf 109
neighbor ip-address database-filter all out
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Ignoring MOSPF LSA Packets

Altering

Example 3-1

Cisco routers do not support LSA Type 6 multicast OSPF (MOSPF), and they generate
syslog messages if they receive such packets. If the router is receiving many MOSPF
packets, you might want to configure the router to ignore the packets and thus prevent a
large number of syslog messages. To do so, use the following command in router configu-
ration mode:

router ospf 109
ignore lsa mospf

To configure the router to suppress the sending of syslog messages when it receives MOSPF
packets, enter the following code:

router ospf 109
ignore lsa mospf

LSA Retransmissions

Cisco routers have the capability to alter the timing in which they retransmit LSAs on a per-
interface basis. When a router runs OSPF and when it transmits an LSA to a neighbor, the
normal operation of OSPF is to hold that LSA until the router receives an acknowledgment
that the LSA was received successfully. By default, a router waits 5 seconds for the
acknowledgment and, if needed, the LSA is retransmitted. In certain instances, this waiting
period is not long enough for the round trip when a slow serial link or perhaps a virtual link
is involved. The need to adjust the waiting period prior to a retransmission has been
addressed in the ip ospf retransmit-interval command, which is deployed on a per-
interface basis, as shown in Example 3-1.

Adjusting the Waiting Period Prior to LSA Retransmission

HAL9000 (config)#int e0
HAL9000 (config-if)#ip ospf ?
authentication-key  Authentication password (key)

cost Interface cost

dead-interval Interval after which a neighbor is declared dead
demand-circuit OSPF demand circuit

hello-interval Time between HELLO packets

message-digest-key Message digest authentication password (key)

network Network type

priority Router priority

retransmit-interval Time between retransmitting lost link state advertisements
transmit-delay Link state transmit delay

HAL900O (config-if)#ip ospf retransmit-interval ?
<1-65535> Seconds

If you decide to use this command, you need to alter the timer values on both ends of the
link to ensure the smooth operation of OSPF.
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Altering LSA Transmission Delay

Example 3-2

The final option of altering the normal operation of OSPF LSAs also evolved from the need
to have OSPF operate properly over slow links. Specifically, LSAs can take a longer time
to be transmitted over a link. OSPF currently allows 1 second in the Cisco implementation.
When this is not enough time, the ip ospf transmit-delay command should be used on the
desired interface. This command allows a delay to be added prior to transmission, as
demonstrated in Example 3-2.

Configuring a Delay Prior to LSA Transmission

HAL9000#conf t
Enter configuration commands, one per line. End with CNTL/Z.
HAL9000 (config)#int e0
HAL9000 (config-if)#ip ospf transmit-delay ?
<1-65535> Seconds

Detailed Neighbor Establishment

This section discusses some of the common issues that you can encounter in an OSPF
network, including questions and issues related to neighbor and database initialization.

Typically, you see OSPF go from 2-way to full; however, when a full state is reached, this
reflects that the LSDBs (that is, all the database exchanges) have been completely exchanged
between the two routers in question. This process differs from the Hello protocol and is the
subtle difference between the two.

The following sections cover Hello protocol state and database exchange state changes.

Hello Protocol State Changes

The following is a brief description of the possible OSPF neighbor state changes when the
Hello protocol is being used:

® Down—This is the initial state of a neighbor conversation. This state means that no

information has been sent from any neighbors. This state is usually seen when a router
first begins speaking OSPF in a network or when there is a problem and the router
dead interval timer (Hello interval * 4) has expired for some reason, resulting in
OSPF.

® Attempt— This is valid only for neighbors that are attached to NBMA networks and
reflects that the router has sent Hello packets to the neighbor but has not yet received
a response; therefore, the router is attempting to form a neighbor relationship.

® Init— A Hello packet has been seen from the neighbor, but in that Hello packet, the
receiving router’s ID was not present. Therefore, communication is initialized;
however; bidirectional communication has not yet been established with the neighbor.
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® 2-Way—In 2-way, the routers see their own ID in the neighbor’s Hello packet.
Communication between the two routers is bidirectional. At this point, the routers
decide whether to proceed and become adjacent. If they choose to, they proceed.

Database Exchange State Changes

The following is a brief description of the possible OSPF neighbor state changes when the
routers are exchanging DDs. These steps occur when two routers decide to form an
adjacency. For example, on broadcast media, a router becomes full only with the DR and
the BDR; it stays in the 2-way state with all other neighbors:

® ExStart—This state indicates the first step in creating an adjacency, the goal of which
is to decide which router is the master and which is the slave. The master router is the
router with the highest RID. It is the master router that controls the communication
process by incrementing the initial DD sequence number.

® Exchange—In this state, the router is describing its entire LSDB by sending DD
packets to the neighbor. Each DD packet has a sequence number that is explicitly
acknowledged. Routers also send link-state request packets and link-state update
packets (which contain the entire LSA) in this state.

® Loading—This state indicates that the transmission of the DD packets has been
completed, and link-state request (LSR) packets are then sent to the neighbor asking
for the more recent advertisements that are not yet received in the exchange state. As
a result of these requests (that is, the LSR packets), LSAs are then transmitted to
complete the exchange of routes.

® Full—This state indicates that the neighboring routers are fully adjacent and that all
LSAs have been transmitted and acknowledged.

Full is the normal state for an OSPF router. If a router is stuck in another state, this is an
indication that there are problems in forming adjacencies. The only exception to this is the
2-way state, which is normal in a broadcast network. Routers achieve the full state with
their DR and BDR only. Neighbors always see each other as 2-way.

The console output sequence in Example 3-3 shows the distribution of the LSA packets and
the building of the database. It also shows the building of the OSPF adjacency. The debug
ip ospf events command is useful in discovering the problems that might be causing an
OSPF adjacency problem on the network.

Remember that no DR/BDR election is on a point-to-multipoint interface and that you can
confirm that with the appropriate show command.

If you do not see full adjacencies, you can pinpoint the packet negotiation sequence that
occurs through the use of a debug ip ospf events command. This can be essential in identi-
fying problems with the OSPF process by looking at the packets, as shown in Example 3-3.
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Example 3-3  Output from the debug ip ospf events Command

HUB_ROUTER1#term monitor
HUB_ROUTER1#debug ip ospf events
%FR-5-DLCICHANGE: Interface Serial® - DLCI 100 state changed to ACTIVE
OSPF: rcv. v:2 t:1 1:44 rid:10.0.1.2
Field definitions:
2id:0.0.0.0 chk:EE35 aut:0 auk: from Serial@
rcv - received packet
v:2 - OSPF v2
1:44
rid: - Router ID
aid: - Area ID
chk:
aut: - Authentication
auk: - physical interface packet was received through
OSPF: rcv. v:2 t:2 1:32 rid:10.0.1.2
2id:0.0.0.0 chk:D363 aut:@ auk: from Serial®@
OSPF: Receive dbd from 10.0.1.2 seq O0x1ABE --- begin of database exchange
OSPF: 2 Way Communication to neighbor 10.0.1.2 - building of adjacency
OSPF: send DBD packet to 10.0.1.2 seq 0x995
OSPF: rcv. v:2 t:2 1:72 rid:10.0.1.2
2id:0.0.0.0 chk:36C4 aut:@ auk: from Serial®
OSPF: Receive dbd from 10.0.1.2 seq 0x995
OSPF: NBR Negotiation Done We are the MASTER - neighbor negotiation
OSPF: send DBD packet to 10.0.1.2 seq 0x996
OSPF: Database request to 10.0.1.2

OSPF: sent LS REQ packet to 10.0.1.2, length 12 - we are sending a request to 10.0.1.2
for link state data.

OSPF: rcv. v:2 t:2 1:32 rid:10.0.1.2
2id:0.0.0.0 chk:E442 aut:0 auk: from Serial®@

OSPF: Receive dbd from 10.0.1.2 seq 0x996

OSPF: send DBD packet to 10.0.1.2 seq 0x997

OSPF: rcv. v:2 t:3 1:48 rid:10.0.1.2
2id:0.0.0.0 chk:5E71 aut:@ auk: from Serial®

OSPF: rcv. v:2 t:4 1:64 rid:10.0.1.2
2id:0.0.0.0 chk:98D8 aut:@ auk: from Serial®

OSPF: rcv. v:2 t:2 1:32 rid:10.0.1.2
2id:0.0.0.0 chk:E441 aut:0 auk: from Serial@

OSPF: Receive dbd from 10.0.1.2 seq 0x997

OSPF: Exchange Done with neighbor 10.0.1.2

OSPF: Synchronized with neighbor 10.0.1.2, state:FULL - completion of the adjacency
process

Table 3-3 provides an explanation of the fields that are included with the first packet.
Table 3-3 Fields in the debug ip ospf events Command

Field Description

v ospf_version

T ospf_type

1 Hello To maintain neighbors

continues
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Table 3-3

Example 3-4

Fields in the debug ip ospf events Command (Continued)

Field Description

2 Database Descriptor Exchange to bring up adjacency
3 Link-State Request Request data

4 Link-State Update Receives data

5 Link-State Acknowledgment Updates

1 ospf_length

Router ID (RID) ospf_rtr_id

Aid ospf_area_id

Chk ospf_checksum

Authentication Type (Aut) ospf_autype

The output from a debug ip ospf events command shows both the received and transmitted
packets, the building of the OSPF adjacency, and the exchange of database information. If
you have a problem building the OSPF adjacency or there are OSPF database problems, this
debug command can help you identify whether the packets are being received or sent.

Example 3-4 illustrates a nonbroadcast point-to-multipoint network using the frame-relay
map statement for clarification of the permanent virtual circuits (PVCs). This enables you
to identify both ends of the PVC and to determine whether you need to define multiple data-
link connection identifiers (DLCIs) for a split DLCI—one PVC for receiving and one PVC
for transmitting. This enables you to work with your provider in setting the committed
information rate (CIR) for each of the PVCs. As customers need to shape their user and
application traffic across their frame relay circuits, the use of this kind of mapping is
necessary.

Clarifying PVCs in a Point-to-Multipoint Network

HUB_ROUTER1#

interface Serial0

ip address 10.0.1.1 255.255.255.0
ip ospf network point-to-multipoint non-broadcast
encapsulation frame-relay
frame-relay map ip 10.0.1.2 102
frame-relay map ip 10.0.1.3 103
frame-relay map ip 10.0.1.4 104
no shut

|

router ospf 1

network 10.0.1.0 0.0.0.255 area 0
neighbor 10.0.1.2

neighbor 10.0.1.3

neighbor 10.0.1.4

%
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Example 3-5

Example 3-6

Example 3-4 also illustrates the use of the neighbor command to force the configured
OSPF routers connecting to nonbroadcast networks. The neighbor statements are used to
form OSPF adjacency. This also enables the user to dictate upon which connections the
router attempts to form an OSPF adjacency. Note that in this type of network topology, the
hub router is usually the DR as well.

Without the neighbor command, the OSPF adjacency would have problems being attained.
The frame-relay map statements did not include the broadcast keyword, so multicast
packets would not be forwarded and the normal OSPF Hellos would not discover the
neighbors. With the neighbor command, you know which routers you should make an
OSPF adjacency with, and therefore, you know what to look for if there are problems.

Because OSPF performs an election process for a DR and BDR, which acts as a central
distribution point for routing information, the setting up of neighbors can be important.
Also, OSPF routers form a full adjacency only to the DR and BDR. Therefore, OSPF can
efficiently support a full mesh of neighboring routers per interface. This enables the point-
to-multipoint feature to provide the connectivity that is needed for a non—fully meshed

network.

Another command used to troubleshoot the connection is the show frame-relay map

command, as demonstrated in Example 3-5. This command can be used to confirm the
Layer 1 and 2 connectivity between the routers. This enables you to eliminate this as a
problem before you begin concentrating on the Layer 3 issues.

Confirming Layer 1 and Layer 2 Connectivity Between Routers with the show frame-relay map

Command

HUB_ROUTER1#show frame map
Serial® (up): point-to-point dlci, dlci 111(0x12,0x420), broadcast
Serial® (up): point-to-point dlci, dlci 222(0x10,0x400), broadcast
Serial® (up): point-to-point dlci, dlci 333(0x12,0x420), broadcast

The output in Example 3-5 shows the connection from SerialO to three different DLCIs and

shows that they are enabled for broadcast.

If there is no mapping to the other end, the PVC has not been fully constructed. Therefore,
there is a problem with the frame relay circuit, and any associated problems with routing or
with the OSPF process are not important until the physical layer problem has been taken

care of.

Example 3-6 shows the output from the show ip ospf interface serial 0 command.

Output from the show ip ospf interface serial 0 Command Confirms Network Type and State as

Well as OSPF Timer Settings

Spoke_R2#show ip ospf interface serial 0

Serial® is up, line protocol is up

Internet Address 10.0.1.2/24, Area 0
Process ID 1, Router ID 10.0.1.2, Network Type POINT_TO_MULTIPOINT, Cost: 64
Transmit Delay is 1 sec, State POINT_TO_MULTIPOINT,

%

continues
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Example 3-6

Example 3-7

Output from the show ip ospf interface serial 0 Command Confirms Network Type and State as
Well as OSPF Timer Settings (Continued)

Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
Hello due in 00:00:07

Neighbor Count is 1, Adjacent neighbor count is 1

Adjacent with neighbor 10.0.2.1

The output in Example 3-6 shows the network type and state. It also enables you to confirm
the different timers that are set in OSPF. These should be identical between your routers. If
they are not or if there is a problem with the subnet masks between the two routers, use the
debug ip ospf events command; its output is shown in Example 3-7.

Output of the debug ip ospf events Command

OSPF: Mismatched hello parameters from 200.1.3.2
Dead R 40 C 40, Hello R 10 C 10 Mask R 255.255.255.248 C 255.255.255.0
OSPF: Mismatched hello parameters from 200.1.3.2
Dead R 40 C 40, Hello R 10 C 10 Mask R 255.255.255.248 C 255.255.255.0

The following events occur in the output of Example 3-5:
® The mask is not matching.
® R indicates what you are receiving.
® (Cindicates what is configured.

One of the best commands that you can use to determine the state of the OSPF neighbor(s)
is the show ip ospf neighbor command. The output of this command most likely reveals
one of the following:

nothing at all

state = init

state = exstart/exchange
state = 2-way

state = loading

state = full

There are other OSPF states, but those listed are usually included in the show ip ospf
neighbor command output. This command is used repeatedly in the scenarios that follow.

For further troubleshooting steps, see Chapter 9, “Troubleshooting OSPE.”

Case Study: OSPF Initialization

This case study puts all the pieces together into a coherent overview of OSPF initialization
and beginning operation. To do this, you take a pair of routers that are connected together
via an Ethernet connection to form the OSPF backbone, Area 0. Each router is also
connected to other OSPF areas, as shown in Figure 3-28. For brevity, only those packets
that prove a concept or step are included.

%
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Figure 3-28 OSPF Network
Area 10
7 Network 13.0.0.0/24

A \

\ ;.7 Areal Tthe Area 30
" Network 13.13.13.0/30 . Network 10.1.1.0/30
. LoO o R
~._ 13.0.0.1 R N 7=
"""" l;\} —— fa0/1 PY faont |2 ’i ta0/0
apeto’13.13.13.1 13.13.13.2 “OYANeYW 10112

Area 20
Network 13.1.1.0/24

The sniffer is here!

NOTE To capture everything needed to demonstrate this case study, the routers were correctly

configured and then a reboot was performed while a sniffer was running.

Capetown is the first router to initialize, and it immediately begins to transmit OSPF Hello

packets out interface fa0/1. This first packet is shown in Figure 3-29, with a few aspects
highlighted.
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Figure 3-29 Hello Packet from Capetown
OSPF Version #

Type of OSPF Packet

=4 OSPF OSFF Headespy/-———
B ospr
-m@BIJSPF: Version = 2. Type = 1 (Hello). Iength = 44
1§ OSFF: Router ID = TSt - Which Router Sent This Packet (Capetown)
[} OSPF: Area ID = [0.0.0.0] -« Area the Router Is In
-m&BIJSPF: Header checksum = D392 (correct)
-NBBIJSPF: Authentication: Type = 0 (Ho Authentication). Valu= = 00 00 00 00 DO 0O 00O 0O
B OSPE E—
[} OSFF: Network nask [255.255.255.252]
-m&BIJSPF. Hello interval 10 (seconds)
-m&%lﬂSPF. Optional capabilities nz
.NBBIJSPF_ 0. Opagque-L54s not forwarded
@ OSPE - 0. = Depand Circuit bit OSPF OptionStatus
.mggujSPF_ 1] External Attributes bit
g OSPF - 0. = no NSS4 capsbility
.mggujSPF: o. = no multicast capability
.mggujSPF: oY external routing capability
-m@ﬁl]SFF: 0 = no Type of Service routing capability
% OSFF: Router priority =,
-m&BIJSPF: REouter dead interval 40 (seconds)
-m&BIJSPF: Designated router 128 s E B Sy |
-m&BIJSPF: Backup designated router = [0.0.0.0]
B OSFE:

Notice Capetown does
not yet see Sydney.

Figure 3-30

In the beginning, each router says its the
DR; thus this field matches the RID.

Sydney is to receive the Hello packet. When Sydney transmits its Hello packet, the RID of
Capetown is present within, as illustrated by Figure 3-30.

Hello Packet from Sydney

/

0SFF Header ————

Packet Sent OSPF Multicast Address

D=[224 0.0 5] 5=[13 13 13 2] LEH=48 ID=4&

1B CSFF

Eg CSFF: Version = 2. Type = 1 (Hella), Iength = 48

@OSPE: Router ID = [13,13.13. 2] «—  Sent from Sydney
4By OSPF: Avea ID = [0.0.0.0]

: Header checksum =
: Authentication: Type
: Hetwork mask

: Hello interwal

: Opticnal capabilities

: Router priority
: Router dead interval
¢ Designated router

: Heighbor (1)

: Backup designated router =

B97E (correct)
0 (Ho Authentication),

Valus = 00 00 00 00 00 OO 00 OO

= [255 255 255 252] «—  Network mask included for VLSM, etc.
= 10 (seconds)

=02

= Opagque-LSi=s not forwvarded

= Demand Circuit bit

= External Attributes
= no HS5A capability

= no nulticast capability

= external routing capability

no Type of Service routing capability

=1

= 40 (=econds)

= [13 13 13 2] «—  Sydney also thinks it is the DR.
[0.o.0.0]

it e i [ W B 3|

bit

Capetown will see its own
RID in this Hello packet.

40
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Figure 3-31

E-§ IF:

=5

OSFPE 1

~ 1B 0sFF
B

{E)
B
1By OSFF
13
B

OSPFE
OSPE
OSFF

OSPE
OSFF

1B OSEF

-1y 0SPF
{0y OSPF

1 0SEF

As the routers exchange Hello packets, it is clear that Capetown has the highest RID after
two packets, and as a result, Sydney becomes the DR. The next information that needs to
be exchanged between these two routers is link-state data. This is done via link-state update
packets, as previously discussed. These specialized OSPF packets contain LSAs. Refer to

Figure 3-31.

Sydney’s Link-State Update

Identifies this packet as a link-state update

D=[224.0.0.5] S=[13.13.13.2] LEF=96 ID=53

O5PF Header

Version = 2, Type =4 (Link State Update}. Length = 98

Router ID = 13,13, 13227

Area ID = [0.0.0.0]

Header checksun = &FFC (correct)

Authentication: Type = 0 (No Authentication). ¥alu= = 00 00 00 OO0 OO0 OO0 OO0 OO0

Hunbesr of Advertisemsnts = 2 <€——— Tells us how many LSAs are in this packet
Link State Advertisment # 1
Link =state age = 1 (=econds)
Optional capabilities = 22
o = Opagque-LS&= not forwvarded
1 = Demand Circuit bit
o = External Attributes bit
0 = no HS5S5A& capability
il = no nulticast capability
1 = external routing capability
0 = no Type of Service routing capability
Link state type = 1 {(Router links) <€—————— Tells us type of LSA # and name
Link state ID = [13 13 13 2] €«—— What the LSA is talking about

Adverti=sing Router = [13.13.13.2]
Sequence nunber = 2147483650, Checksumn = 0387
Length = 36
Fouter type flags = 03
o = Hot a wild-card multicast receiwver
1} = Hot endpoint of active wirtual link
1 = 45 boundary router
1 = Area border router
Reserved =10
Humber of router links = 1
Link ID = [13 13 13 27 (IP address of Designated Router)
Link Data = [13 13 13 2] <«———— Network info/next hop
Link type = 2 (Connection to a transit network)
Hunber of TOS metrics = 0, TOS 0 metric = 1

Link State Advertisment # 2
Link state age = 1 (=econds)
Optional capabilities = 22
o = Opague-LSi=s not forwvarded
1 = Demand Circuit bit
o = External Attributes bit
o = no NSS4 capability
a = no nulticast capability
1 = external routing capability
0 = no Type of Service routing capabilitwy
Link state type = 2 (Hetwork links)
Link state ID = [13 13 11 2] «<— LSAType
Advertising Router = [13 13 13 2] «— Information this LSA is conveying
Sequence number = 2147483649 Checksum = G24F
Length = 32
Hetwork mask =
fsttached router (1) =
sttached router (2) =

[255 255 255 252] «———— network mask

H; 1311;2] <«———— Routers found

—— Type 1 LSA (1 of 2)

I Type 1 LSA (2 0f 2)

40
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The information from the other areas needs to be propagated into Area 0 and shared
between the two routers. For this to occur, Capetown transmits link-state updates to Sydney.
You can see an example of this in Figure 3-32. Notice that in this packet, the RID has
changed because Capetown’s interface in Area 2 is also the RID for that area.

Figure 3-32 Capetown’s Link-State Update

BFE OIP: D=[224 0.0 5] S=[13 13 13 1] LEN=f4 ID=47

=8 OSFF - OSPF Header
L) OSEF
[y OSPF: Version = 2. Typs = 4 (Link State Update). Length = 64
@ OSFF: Kouter ID =[13.1.11] «<——— |nterface in Area 2
- OSPF: Area ID = [0.0.0.01
@ OSPF: Header checksum = 3176 (correct)
@ OSEF: Authenticaticon: Typse = 0 (Ho Authentiocastion), Walu= = 00 00 00 0O 00 0O OO OO
- 0SEF
- OSPF: Wumber of Advertisements = 1
Jj OSPF; Link State Advertisment # 1
@ OSFF; Link =state age = 1 (=econds)
@ OSPFF; Optional capabilities = 22
@ OSFF 0 = Opagque-L1Si=s not forvarded
@ CEFF 1 = Demand Circuit bat
@ CSFF ; ] = External Attributes bat
-5} OSFF: a = no NSSA capability
@ OSPE 0 = no multicast capability
g OSPE; 1. = external routing capability
@ 16]2] 5] s 0 = no Type of Service routing capability
@ OSPF; Link state type = 1 (Fouter links)
J§ OSPF; Link state ID = [13 11 1] <«—————— Information this LSA is conveying
@ OSPF:; Advertizing Router = [EF. b ki
- OSFF ; Sequence nunber = 2147483650, Checksumn = CBFE
- OSFF; Length = 3h
@ OSFF; RHouter type flags = 01
@ CSFF : 0 = Hot a wild-card multicast receiver
@ OSFF ] = Hot endpoint of active virtual link
-y OSPF ; 0 = Hon AS boundary router
-y OSPF ; 1 = Area border router
- OSFF; Ressrved =0
i OSPF; Humber of router links = 1
@ QOSFF ; Link ID = [13 13 13 2] (IF addre== of De=zignated Router)
- OSFF ; Link Data = [13.13.13.1]
@ OSPF ; Link type = 2 (Connection to a transit network)
-y OSFF ; Humber of TOS metrics = 0. TOS 0 netric = 1
{9 OSFF ;

As Capetown and Sydney exchange their routes via the link-state update packets, they also
acknowledge to assure the other router they were received. In Figure 3-33, Sydney is
acknowledging one of the routes that it received from Capetown.

40
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Figure 3-33 Sydney Acknowledges

B-¥ 1P D=[224.0.0 5] S=[13.13.13 2] LEN=44 ID=5D

B=-8F) OSPF - OSFF Header
OSFFE
OSPF: Yersion = 2. Type = § (Link State Acknowledgment). Length = 44
OSFF: Router ID = [13.13.13.2]

OSPE: Arsa ID = [0.0.0.0]

OSPF: Headesr checksum = 5C98 (correct)

OSFF: Authentication: Type = 0 (Ho Authentication). Value = 00 00 OO0 OO0 OO0 00 00 0O
OSFF

OSFF: Link State Advertisement Header # 1

OSPFF: Link state age = § (=econds)

OSPF: 'Optional capabilities = 22

OSFF 0 = Opagque—-LSis not forwarded

OSFE Ra Demand Circuit bit

OSFF 1] External Attributes bit

OSFF 0 = no H5SA capability

OSPE 1] = no multicast capability

OSFF .1 = s=ternal routing capability

OSFF 0 = no Type of Service routing capability
OSFF: Link state type = 1 (Fouter links)

OSPE: Tink state ID & [lF1 N 5N

OSFF: Adwvertising Router = [13.1.1.1]

0OSFPF - Sequence nunber = 2147483650, Checksum = CBFB

OSPE: Iength = 3B

(o e

COSFF

When the packets are fully exchanged and the link-state databases are synchronized, the
routers have become fully adjacent. You verify that this has occurred through the show ip
ospf neighbor command, as shown in Example 3-8.

Example 3-8  Verifying That the Routers Have Become Fully Adjacent

CapeTown#show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
13.13.13.2 1 FULL/DR 00:00:39 13.13.13.2 FastEthernet@/1
CapeTown#

Next, checking Sydney in Example 3-9, you can determine that Sydney is the DR.
Example 3-9  Confirming That Sydney is the DR

Sydney>show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
13.1.1.1 1 FULL/BDR 00:00:30 13.13.13.1 FastEthernet@/1
Sydney>

Next, review the link-state database for each router. First, looking at Capetown in Example
3-10, you can see that as an ABR, it has the proper link data.

+/@
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Example 3-10

Looking at Capetown’s Link-State Database

Capetown#show ip ospf database

OSPF Router with ID (13.1.1.1) (Process ID 100)

Router Link

States (Area 0)

Age Seq#
992 0x80000006
1014 0x80000006

Net Link States (Area 0)

Link ID ADV Router
13.1.1.1 13.1.1.1
13.13.13.2 13.13.13.2
Link ID ADV Router
13.13.13.2 13.13.13.2
Summary Net
Link ID ADV Router
10.1.1.0 13.13.13.2
13.0.0.1 13.1.1.1
13.1.1.1 13.1.1.1
Router Link
Link ID ADV Router
13.1.1.1 13.1.1.1
Summary Net
Link ID ADV Router
10.1.1.0 13.1.1.1
13.1.1.1 13.1.1.1
13.13.13.0 13.1.1.1
Summary ASB
Link ID ADV Router
13.13.13.2 13.1.1.1
Router Link
Link ID ADV Router
13.1.1.1 13.1.1.1
Summary Net
Link ID ADV Router
10.1.1.0 13.1.1.1
13.0.0.1 13.1.1.1
13.13.13.0 13.1.1.1

Age Seq#
1014 0x80000005

Link States (Area 0)

Age Seq#

1014 0x80000005
993 0x80000005
993 0x80000005

States (Area 1)

Age Seq#
993 0x80000005

Link States (Area 1)

Age Seq#

994 0x80000005
994 0x80000005
994 0x80000007

Link States (Area 1)

Age Seq#
994 0x80000005

States (Area 2)

Age Seq#
995 0x80000005

Link States (Area 2)

Age Seq#

995 0x80000005
999 0x80000005
999 0x80000007

Checksum
OxCOFA
OxFA8B

Checksum
0x5A53

Checksum
0x9A6B
0x4DCC
0x36E1

Checksum
Ox6F8

Checksum
OX5FBE
Ox36E1
0x15EC

Checksum
0x9F4

Checksum
0x17E5

Checksum
Ox5FBE
0x4DCC
0x15EC

Link count
1
1

Link count
1

Link count
1

+/@
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Example 3-10 Looking at Capetown’s Link-State Database (Continued)

Summary ASB Link States (Area 2)

Link ID ADV Router Age Seq# Checksum
13.13.13.2 13.1.1.1 999 0x80000005 0x9F4
Capetown#

The entries in the link-state database are used to develop the routing table for Capetown, as
shown in Example 3-11.

Example 3-11 Capetown’s Routing Table

Capetown#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS inter area
* - candidate default, U - per-user static route, o - ODR
P - periodic downloaded static route

Gateway of last resort is 13.13.13.2 to network 0.0.0.0

10.0.0.0/30 is subnetted, 1 subnets
0 IA 10.1.1.0 [110/2] via 13.13.13.2, 02:54:37, FastEthernet0/1

c 192.168.254.0/24 is directly connected, FastEthernet0/0
13.0.0.0/8 is variably subnetted, 3 subnets, 2 masks

C 13.1.1.0/24 is directly connected, Loopbackl

C 13.0.0.0/24 is directly connected, Loopback®

C 13.13.13.0/30 is directly connected, FastEthernet0/1

S* 0.0.0.0/0 [1/0] via 13.13.13.2
CapeTown#

The link-state database for Sydney is shown in Example 3-12.
Example 3-12 Sydney’s Link-State Database

Sydney>show ip ospf database

OSPF Router with ID (13.13.13.2) (Process ID 100)

Router Link States (Area 0)

Link ID ADV Router Age Seq# Checksum Link count
13.1.1.1 13.1.1.1 1471 0x80000006 OXCOFA 1
13.13.13.2 13.13.13.2 1491 0x80000006 OxFA8B 1

Net Link States (Area 0)

Link ID ADV Router Age Seq# Checksum
13.13.13.2 13.13.13.2 1491 0x80000005 Ox5A53

continues

+/@
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Example 3-12

Example 3-13

Sydney’s Link-State Database (Continued)
Summary Net Link States (Area 0)
Link ID ADV Router Age Seq# Checksum
10.1.1.0 13.13.13.2 1491 0x80000005 0x9A6B
13.0.0.1 13.1.1.1 1471 0x80000005 0x4DCC
13.1.1.1 13.1.1.1 1471 0x80000005 Ox36E1
Router Link States (Area 5)
Link ID ADV Router Age Seq# Checksum Link count
13.13.13.2 13.13.13.2 1491 0x80000005 OxFI9D5 1
Summary Net Link States (Area 5)
Link ID ADV Router Age Seq# Checksum
13.0.0.1 13.13.13.2 449 0x80000006 0x9A64
13.1.1.1 13.13.13.2 449 0x80000006 0x8379
13.13.13.0 13.13.13.2 449 0x80000008 0x588F
Sydney>
Next, verify the routing table for Sydney, as shown in Example 3-13.
Verifying Sydney’s Routing Table
Sydney>show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
- OSPF external type 1, E2 - OSPF external type 2, E - EGP

E1

i - IS-IS, L1
- candidate default, U
- periodic downloaded static route

- IS-IS level-1, L2 -

Gateway of last resort is not set

10.0.0.0/30 is subnetted, 1 subnets
C 10.1.1.0 is directly connected, FastEthernet0/0
13.0.0.0/8 is variably subnetted, 3 subnets, 2 masks

IS-IS level-2, ia - IS-IS inter area

- per-user static route, o - ODR

0 IA 13.1.1.1/32 [110/2] via 13.13.13.1, 02:54:59, FastEthernet0/1
0 IA 13.0.0.1/32 [110/2] via 13.13.13.1, 02:54:59, FastEthernet0/1
C 13.13.13.0/30 is directly connected, FastEthernet@/1

Sydney>

Example 3-14 shows the configuration files for both routers.

+/@



%% é 0323FMf.book Page 147 Wednesday, March 12,2003 9:41 AM

Case Study: OSPF Initialization

147

Example 3-14

Running Configuration Files for Capetown and Sydney

Capetown#show running-config
Building configuration...

Current configuration:

!

version 12.0

service timestamps debug datetime msec localtime
service timestamps log datetime msec localtime
service password-encryption

!

hostname CapeTown

!

enable password 7 08274D5D1DOBQAQ2060QE1E

!

ip subnet-zero

ip tcp synwait-time 5
no ip domain-lookup

!

voice-port 1/0/0
|
voice-port 1/0/1
|

interface Loopback®

ip address 13.0.0.1 255.255.255.0

no ip directed-broadcast

!

interface Loopback1

ip address 13.1.1.1 255.255.255.0

no ip directed-broadcast

!

interface FastEthernet@/0

description CONNECTION TO CAT5K PORT 21
ip address 192.168.254.100 255.255.255.0
no ip directed-broadcast

duplex auto

speed auto

!
interface Serialo/0

no ip address

no ip directed-broadcast

no ip mroute-cache

shutdown

no fair-queue

!
interface FastEthernet@/1

description CONNECTION TO CAT5K - PORT 22
ip address 13.13.13.1 255.255.255.252
no ip directed-broadcast

duplex auto

continues

+/@
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Example 3-14 Running Configuration Files for Capetown and Sydney (Continued)

speed auto

!

interface Serial@/1

no ip address

no ip directed-broadcast

shutdown

!

router ospf 100

network 13.0.0.0 0.0.0.255 area 1
network 13.1.1.0 0.0.0.255 area 2
network 13.13.13.0 0.0.0.255 area 0
!

ip classless

ip route 0.0.0.0 0.0.0.0 13.13.13.2
no ip http server

!

logging 192.168.254.69

snmp-server location Raleigh, NC
snmp-server contact Tom Thomas

end

Capetown#

Sydney#show running-config
Building configuration...

Current configuration:

!

version 12.0

service timestamps debug datetime msec localtime
service timestamps log datetime msec localtime
service password-encryption

!

hostname Sydney

!

enable password 7 094A4F1A0D1718071F0916

!

ip subnet-zero

ip tcp synwait-time 5

no ip domain-lookup

!

voice-port 1/0/0

!

voice-port 1/0/1

!

interface FastEthernet@/0

description CONNECTION TO CAT5K - PORT 23
ip address 10.1.1.2 255.255.255,252

no ip directed-broadcast

duplex auto

speed auto

|

interface FastEtherneto/1

+/@
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Example 3-14 Running Configuration Files for Capetown and Sydney (Continued)

description CONNECTION TO CAT5K - PORT 24
ip address 13.13.13.2 255.255.255.252

no ip directed-broadcast

duplex auto

speed auto

router eigrp 65000
network 13.13.13.0 0.0.0.3
no auto-summary

router ospf 100

redistribute eigrp 65000

network 10.1.1.0 0.0.0.3 area 5
network 13.13.13.0 0.0.0.255 area 0

ip classless
no ip http server

logging 192.168.254.69

snmp-server engineID local 00000009010000A1COABFE66
snmp-server location Raleigh, NC

snmp-server contact Tom Thomas

Sydney#

Case Study: Troubleshooting Neighbor Problems

When you execute a show ip ospf neighbor command and it reveals nothing or it shows
nothing about the particular neighbor you are analyzing, it indicates that this router has seen
no valid OSPF Hellos from that neighbor. Check the following items:

1

Is the local router or neighboring router’s interface up, with line protocol up? Use the
show interface command to find out.

Check for IP connectivity between the neighboring routers as follows:
A Can you ping the neighbor?

B Does the neighbor respond if you ping 224.0.0.5? (This is the address to which
OSPF Hellos are sent.)

C Check for any inbound access lists or other devices (such as a switch) that might
prohibit sending/receipt of IP packets from one neighbor to the other.

Is OSPF enabled on the interfaces in question (that is, your router’s interface and the
neighboring router’s interface)? Use the show ip ospf interface command to
determine if OSPF is enabled.

Is OSPF configured as passive for the local router’s or neighboring router’s interface?
(Use the show running-config command to check the configuration.)

%
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— Verify that the following Hello parameters match on the neighboring
interfaces of both routers:

— Same OSPF area (use the show ip ospf interface command to determine).

— Same type of OSPF area, such as stub or NSSA (use the show ip ospf
command to check).

— Same subnet and subnet mask (use the show interface command to check).

— Same OSPF Hello and dead timer values (use the show ip ospf interface
command to check).

TIP OSPF adjacencies are formed only over primary networks and not secondary networks.

Neighbor Stuck in Init STATE

The init state indicates that a router sees Hello packets from the neighbor, but two-way
communication has not been established. A Cisco router includes the router IDs of all
neighbors in the init (or higher) state in the neighbor field of its Hello packets. Example 3-15
shows sample output of the show ip ospf neighbor command.

Example 3-15 OQutput from the show ip ospf neighbor Command

router2#show ip ospf neighbor

Neighbor ID Pri State Dead Time  Address Interface
10.10.5.1 1 INIT/- 00:00:34 10.10.1.1 Serial®@
router2#

For two-way communication to be established with a neighbor, a router must also see its
own router ID in the neighbor field of the neighbor’s Hello packets. In other words, a router
with a neighbor in the init state has received Hello packets from the neighbor but has not
seen its own router ID in the neighbor’s Hellos.

The most likely reason a local router is not listed in a neighbor’s Hello packets is that the
neighbor has not received Hello packets from the local router. Possible reasons for this are
as follows:

® If any access lists are defined on the neighbor’s interface, the destination IP of
224.0.0.5 must be permitted in the input access list. Remember that OSPF Hello
packets have a destination address of 224.0.0.5 (the all OSPF routers multicast
address).
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® A Layer 2 or configuration problem might be keeping multicast packets from reaching
the neighboring router. You can test this by pinging the multicast address 224.0.0.5
and confirming that responses are received from the neighboring router(s). In
nonbroadcast media, such as frame relay, X.25, and ISDN, mapping is required
between Layer 2 and the IP address. For example, in the case of static mapping, in the
interface level command frame-relay map ip 1.1.1.1 100 broadcast or dialer map
ip 1.1.1.1 broadcast name router1 55346, you must configure the keyword
broadcast to avoid encapsulation failure every time OSPF tries to send the multicast
Hello packet. The debug ip packet detail command used with the access list shows
any encapsulation failures.

® OSPF authentication is not enabled on both sides or the passwords do not match. The
router on which authentication is not enabled still processes Hello packets from the
neighbor and sees the neighbor in the init state. To correct this problem, enable
authentication on both sides.

® If you are running Cisco I0S Software Release 11.1.9 or earlier, check the output of
the show ip ospf interface command for discrepancies such as the following:

Neighbor Count is @, Adjacent neighbor count is 1

If the OSPF adjacent neighbor count is higher than the neighbor count, the neighbor
list might be corrupted. This problem has the Cisco bug ID CSCdj01682. If you are a
registered CCO user and you have logged in, you can view the bug details.

Neighbor Stuck in Exstart/Exchange State

OSPF neighbors that are in the exstart or exchange state are trying to exchange DD packets.
The adjacency should continue past this state. If it does not, there is a problem with the DD
exchange, such as a maximum transmission unit (MTU) mismatch or the receipt of an
unexpected DD sequence number.

Although OSPF neighbors transition through the exstart/exchange states during the normal
OSPF adjacency-building process, it is not normal for OSPF neighbors to be stuck in this
state.

The problem occurs when the MTU settings for neighboring router interfaces do not match.
The problem occurs most frequently when attempting to run OSPF between a Cisco router
and another vendor’s router. If the router with the higher MTU sends a packet larger than
the MTU set on the neighboring router, the neighboring router ignores the packet. When
this problem occurs, the show ip ospf neighbor command displays output similar to that
shown in Figure 3-34.
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Figure 3-34 MTU Mismatch

= — 7
. ‘[—\SBO'G 32.7. '_(.f\
’ 170.170.11.0/24 7 '

Router 6

Routers 6 and 7 in the topology in Figure 3-34 are connected via frame relay, and Router 6
has been configured with 204 static routes redistributed into OSPF. The serial interface on
Router 6 has the default MTU of 1500, while the serial interface on Router 7 has an MTU
of 1450. Example 3-16 shows each router’s configuration (only the necessary configuration

information is shown):

Example 3-16 Configurations for Routers 6 and 7 in Figure 3-34

Router 7

Router 6 Configuration
interface Serial2

no ip address

no ip directed-broadcast

no ip mroute-cache

no ip directed-broadcast

encapsulation frame-relay

frame-relay 1lmi-type ansi

frame-relay interface-dlci 101

interface Serial2.7 point-to-point
ip address 170.170.11.6 255.255.255.0

Router 7 Configuration

!

interface Serial0

mtu 1450

no ip address

no ip directed-broadcast

encapsulation frame-relay
frame-relay 1lmi-type ANSI

!

interface Serial@.6 point-to-point

ip address 170.170.11.7 255.255.255.0
no ip directed-broadcast

router ospf 7

redistribute static subnets
network 170.170.11.0 0.0.0.255 area 0

....204 total static routes

ip route 192.79.34.0 255.255.255.0 Nullo
ip route 192.79.35.0 255.255.255.0 Nullo
ip route 192.79.36.0 255.255.255.0 Nullo

frame-relay interface-dlci 110

router ospf 7
network 170.170.11.0 0.0.0.255 area 0

Example 3-17 shows the output of the show ip ospf neighbor command for each router.

Example 3-17 Output of the show ip ospf neighbor Command for Routers 6 and 7

router-6#show ip ospf neighbor

Neighbor ID Pri State
170.170.11.7 1 EXCHANGE /

Dead Time Address Interface
00:00:36 170.170.11.7 Serial2.7

router-7#show ip ospf neighbor

Neighbor ID Pri State
170.170.11.6 1 EXSTART/

Dead Time Address Interface
00:00:33 170.170.11.6 Serial0.6

+/@
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Table 3-4

The problem occurs when Router 6 sends an OSPF DD packet larger than 1450 bytes
(Router 7’s MTU) while in the exchange state. Using the debug ip packet and debug ip
ospf adjacency commands on each router, you can see the OSPF adjacency process as it

takes place. Table 3-4 documents the output following Routers 6 and 7 from Steps 1 through 14.

Output from the debug ip packet and debug ip ospf adjacency Command on

Routers 6 and 7

Router 6 Debug Output

Router 7 Debug Output

D

***ROUTERG6 IS SENDING HELLOS
BUT HEARS NOTHING, STATE OF
NEIGHBOR IS DOWN

00:03:53: OSPF: 170.170.11.7 address
170.170.11.7 on Serial2.7 is dead
00:03:53: OSPF: 170.170.11.7 address
170.170.11.7 on Serial2.7 is dead, state
DOWN

2
OSPF NOT ENABLED ON ROUTER7 YET

3)

##*ROUTER6 SENDING HELLOS
00:03:53: IP: s=170.170.11.6 (local),
d=224.0.0.5 (Serial2.7), len 64, sending
broad/multicast, proto=89

00:04:03: IP: s=170.170.11.6 (local),
d=224.0.0.5 (Serial2.7), Len 64, sending
broad/multicast, proto=89

“@
OSPF NOT ENABLED ON ROUTER7 YET

(6)

##*RECEIVE HELLO FROM ROUTER7
00:04:04: 1P: s=170.170.11.7 (Serial2.7),
d=224.0.0.5, Len 64, rcvd 0, proto=89
00:04:04: OSPF: Rcv hello from
170.170.11.7 area O from Serial2.7
170.170.11.7

00:04:04: OSPF: End of hello processing

(5)

**+*OSPF ENABLED ON ROUTER?7,
BEGINS SENDING HELLOS AND
BUILDING A ROUTER LSA

00:17:44: 1P: s=170.170.11.7 (local),
d=224.0.0.5 (Serial0.6), Len 64, sending
broad/multicast, proto=89

00:17:44: OSPF: Build router LSA for area 0,
router ID 170.170.11.7, seq 0x80000001

(7)

##*ROUTER6 SEND HELLO WITH
ROUTER7 ROUTERID IN THE HELLO
PACKET

00:04:13: IP: s=170.170.11.6 (local),
d=224.0.0.5 (Serial2.7), Len 68, sending
broad/multicast, proto=89

®

#*+*ROUTER7 RECEIVES HELLO FROM
ROUTER6 CHANGES STATE TO 2WAY
00:17:53: IP: s=170.170.11.6 (Serial0.6),
d=224.0.0.5, Len 68, rcvd 0, proto=89
00:17:53: OSPF: Rcv hello from 170.170.11.6
area 0 from Serial0.6 170.170.11.6

00:17:53: OSPF: 2 Way Communication to
170.170.11.6 on Serial0.6, state 2WAY

—
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Table 3-4 Output from the debug ip packet and debug ip ospf adjacency Command on

Routers 6 and 7 (Continued)

Router 6 Debug Output

Router 7 Debug Output

(10)

#**ROUTER6 RECEIVES ROUTER7’S
INITIAL DBD PACKET CHANGES
STATE TO 2-WAY

00:04:13: IP: s=170.170.11.7 (Serial2.7),
d=224.0.0.5, Len 52, rcvd 0, proto=89
00:04:13: OSPF: Rcv DBD from
170.170.11.7 on Serial2.7 seq 0x13FD opt
0x2 flag 0x7 Len 32 mtu 1450 state INIT
00:04:13: OSPF: 2 Way Communication to
170.170.11.7 on Serial2.7, state 2WAY

)

**ROUTER7 SENDS INITIAL DBD
PACKET WITH SEQ# 0x13FD

00:17:53: OSPF: Send DBD to 170.170.11.6
on Serial0.6 seq 0x13FD opt 0x2 flag 0x7 Len
32

00:17:53: 1IP: s=170.170.11.7 (local),
d=224.0.0.5 (Serial0.6), Len 52, sending
broad/multicast, proto=89

00:17:53: OSPF: End of hello processing

an

**+*ROUTER6 SENDS DBD PACKET TO
ROUTER7 (MASTER/SLAVE
NEGOTIATION - ROUTERG IS SLAVE)
00:04:13: OSPF: Send DBD to 170.170.11.7
on Serial2.7 seq 0xE44 opt 0x2 flag 0x7 Len
32

00:04:13: IP: s=170.170.11.6 (local),
d=224.0.0.5 (Serial2.7), Len 52, sending
broad/multicast, proto=89

00:04:13: OSPF: NBR Negotiation Done. We
are the SLAVE

12)

**+*RECEIVE ROUTERG’S INITIAL DBD
PACKET(MTU MISMATCH IS
RECOGNIZED)

00:17:53: IP: s=170.170.11.6 (Serial0.6),
d=224.0.0.5,Len 52, rcvd 0, proto=89
00:17:53: OSPF: Rcv DBD from 170.170.11.6
on Serial0.6 seq 0xE44 opt 0x2 flag 0x7 Len
32 mtu 1500 state EXSTART

00:17:53: OSPF: Nbr 170.170.11.6 has larger
interface MTU (MTU MISMATCH
RECOGNIZED)

(13)

##*SINCE ROUTERG IS SLAVE SEND
DBD PACKET WITH LSA HEADERS,
SAME SEQ# (0x13FD) TO ACK
ROUTER?7’S DBD. (NOTE SIZE OF PKT)
00:04:13: OSPF: Send DBD to 170.170.11.7
on Serial2.7 seq 0x13FD opt 0x2 flag 0x2 Len
1472

00:04:13: 1P: s=170.170.11.6 (local),
d=224.0.0.5 (Serial2.7), Len 1492, sending
broad/multicast, proto=89

a4

**NEVER RECEIVE ACK TO
ROUTER?7’S INITIAL DBD,
RETRANSMIT

00:17:54: 1P: s=170.170.11.7 (local),
d=224.0.0.5 (Serial0.6), Len 68, sending
broad/multicast, proto=89

00:17:58: OSPF: Retransmitting DBD to
170.170.11.6 on Serial0.6

00:17:58: OSPF: Send DBD to 170.170.11.6
on Serial0.6 seq Ox13FD opt 0x2 flag 0x7 Len
32

AT THIS POINT ROUTER6 KEEPS
TRYING TO ACK THE INITIAL DBD
PACKET FROM ROUTER7

ROUTER7 NEVER GETS ACK FROM
ROUTER6 BECAUSE DBD PACKET FROM
ROUTER?7 IS TOO BIG FOR ROUTER7’S
MTU. ROUTER7 KEEPS
RETRANSMITTING DBD PACKET.

%

+/@



%% é 0323FMf.book Page 155 Wednesday, March 12,2003 9:41 AM

Case Study: Troubleshooting Neighbor Problems 155

Table 3-4 Output from the debug ip packet and debug ip ospf adjacency Command on

Routers 6 and 7 (Continued)

Router 6 Debug Output

Router 7 Debug Output

00:04:13: 1IP: s=170.170.11.7 (Serial2.7),
d=224.0.0.5, Len 68, rcvd 0, proto=89
00:04:13: OSPF: Rcv hello from
170.170.11.7 area O from Serial2.7
170.170.11.7

00:04:13: OSPF: End of hello processing

00:04:18: 1IP: s=170.170.11.7 (Serial2.7),
d=224.0.0.5,Len 52, rcvd 0, proto=89
00:04:18: OSPF: Rev DBD from
170.170.11.7 on Serial2.7 seq Ox13FD opt
0x2 flag Ox7 Len 32 mtu 1450 state
EXCHANGE

00:04:18: OSPF: Send DBD to 170.170.11.7
on Serial2.7 seq 0x 13FD opt 0x2 flag 0x2 Len
1472

00:04:18: IP: s=170.170.11.6 (local),
d=224.0.0.5 (Serial2.7), Len 1492, sending
broad/multicast, proto=89

00:04:23: IP: s=170.170.11.6 (local),
d=224.0.0.5 (Serial2.7), Len 68, sending
broad/multicast, proto=89

00:04:23: 1P: s=170.170.11.7 (Serial2.7),
d=224.0.0.5,Len 52, rcvd 0, proto=89
00:04:23: OSPF: Rev DBD from
170.170.11.7 on Serial2.7 seq Ox13FD opt
0x2 flag 0x7 Len 32 mtu 1450 state
EXCHANGE

0:17:58: IP: s=170.170.11.7 (local),
d=224.0.0.5 (Serial0.6), Len 52, sending
broad/multicast, proto=89

00:18:03: OSPF: Retransmitting DBD to
170.170.11.6 on Serial0.6

00:18:03: OSPF: Send DBD to 170.170.11.6
on Serial0.6 seq 0x13FD opt 0x2 flag 0x7 Len
32

00:18:03: IP: s=170.170.11.7 (local),
d=224.0.0.5 (Serial0.6), Len 52, sending
broad/multicast, proto=89

00:18:03: IP: s=170.170.11.6 (Serial0.6),
d=224.0.0.5, Len 68, rcvd 0, proto=89
00:18:03: OSPF: Rcv hello from 170.170.11.6
area 0 from Serial0.6 170.170.11.6

00:18:03: OSPF: End of hello processing

00:18:04: 1IP: s=170.170.11.7 (local),
d=224.0.0.5 (Serial0.6), Len 68, sending
broad/multicast, proto=89

00:18:08: OSPF: Retransmitting DBD to
170.170.11.6 on Serial0.6

00:18:08: OSPF: Send DBD to 170.170.11.6
on Serial0.6 seq 0x13FD opt 0x2 flag 0x7 Len
32

00:18:08: IP: s=170.170.11.7 (local),
d=224.0.0.5 (Serial0.6), Len 52, sending
broad/multicast, proto=89

router-7#

ROUTERS REMAIN IN THIS
RETRANSMIT SESSION INDEFINITELY

In Step 9 of Table 3-4, Router 7 sends its first DBD packet with flag 0x7 set. This indicates

that Router 7 is the master.

In Step 10, Router 6 receives Router 7’s initial DBD packet and transitions its state to 2-way.

Step 11 shows Router 6 sending its initial DBD packet with flag 0x7 set, indicating that it
is the master (this is part of the master—slave negotiation).

%
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In Step 12, Router 7 receives Router 6’s initial DBD packet and recognizes an MTU
mismatch. (Router 7 can recognize an MTU mismatch because Router 6 includes its
interface MTU in the interface MTU field of the DBD packet.) Router 6’s initial DBD is
rejected by Router 7. Router 7 retransmits the initial DBD packet.

Step 13 shows Router 6, as slave, adopting Router 7°s sequence number and sending its
second DBD packet containing the headers of its LSAs; this increases the size of the packet.
However, Router 7 never receives this DBD packet because it is larger than Router 7°s MTU.

After Step 13, Router 7 continues to retransmit the initial DBD packet to Router 6, while
Router 6 continues to send DBD packets that follow the master sequence number. This loop
continues indefinitely, preventing either router from making the transition out of the exstart/
exchange state.

What'’s the Solution?

Because the problem is caused by mismatched MTUs, the solution is to change either
router’s MTU to match the neighbor’s MTU. When the problem occurs between a Cisco
router and another vendor’s router over LAN media, adjust the MTU carefully.

NOTE Cisco IOS Software Release 12.0(3) introduced interface MTU mismatch detection. This
detection involves OSPF advertising the interface MTU in the DBD packets, which is in
accordance with the OSPF RFC 2178, Appendix G.9. When a router receives a DBD packet
advertising an MTU larger than the router can receive, the router ignores the DBD packet
and the neighbor state remains in exstart. This prevents an adjacency from forming. To fix
this problem, make sure that the MTUs are the same on both ends of a link.

Cisco I0S Software Release 12.1(3) introduced the interface-level ip ospf mtu-ignore
command to turn off the MTU mismatch detection.

Neighbor Stuck in 2-Way State

In the topology in Figure 3-35, all routers are running OSPF neighbors over the Ethernet
network.
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Figure 3-35 Stuck in 2-Way State?
R2 R4
ry’—i r}’—i
2 4
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Example 3-18 provides sample output of the show ip ospf neighbor command on R7.
Example 3-18 Output from the show ip ospf neighbor Command for Router 7
router-7#show ip ospf neighbor
Neighbor ID Pri State Dead Time  Address Interface
170.170.3.2 1 FULL/BDR 00:00:37 170.170.3.2 Etherneto
170.170.3.3 1 2WAY /DROTHER 00:00:30 170.170.3.3 Ethernet0
170.170.10.8 1 FULL/DR 00:00:39 170.170.3.8 Ethernet0
170.170.7.4 1 2WAY /DROTHER 00:00:39 170.170.3.4 Ethernet0
router-7#

R7 establishes full adjacency only with the DR and BDR. All other routers have a 2-way
adjacency established. This is normal behavior for OSPF.

Whenever a router sees itself in a neighbor’s Hello packet, it confirms bidirectional commu-
nication and transitions the neighbor state to 2-way. At this point, the routers perform DR
and BDR election. A router attempts to form a full adjacency with a neighbor if one of the
two routers is the DR or BDR. OSPF routers become fully adjacent with routers with which
they have successfully completed the database synchronization process. This is the process
by which OSPF routers exchange link-state information to populate their databases with the
same information. Again, this database synchronization process is executed only between
two routers if one of the two routers is the DR or BDR.

This was a trick question to remind you that not everything you see is wrong and to
remember the unique aspects of the OSPF.

%
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Summary

This chapter covered an important aspect of how OSPF communicates information within
an OSPF routing domain. You learned about the nine types of OSPF LSAs and how an LSA
begins the link-state database synchronization steps. You also learned about the formal
processes and protocols that are used with OSPF—Hello, exchange, and flooding—each of
which have different roles and responsibilities within OSPF. This chapter also covered
manipulating LSAs as a new default behavior that Cisco implemented in OSPF. The chapter

discussed LSA grouping and packet pacing, and it concluded with some troubleshooting
and an exploration of some common problems.
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CHAPTER

Design Fundamentals

The Art of Strategy: “Those who are victorious plan effectively and change decisively. They are like a
great river that maintains its course but adjusts its flow...they have form but are formless. They are
skilled in both planning and adapting and need not fear the result of a thousand battles; for they win in

advance, defeating those that have already lost.”—Sun Tzu, Chinese warrior and philosopher, 100 B.C.

The chapter opening quote is clear evidence that thousands of years ago Sun-Tzu foresaw
the Internet and the need to conduct effective network design. This chapter covers a variety
of subjects relating to designing OSPF networks. The foundation of understanding the
purpose for using OSPF and its operation as discussed in previous chapters is further
expanded as the discussion of OSPF performance and design issues are expanded. Each
design section presents a series of “golden design rules,” which help you understand the
constraints and recommendations of properly designing each area within an OSPF network.
In many cases, you find examples that draw upon the presented material to further reinforce
key topics and ideas:

® OSPF design guidelines—This section introduces designing OSPF networks and
concentrates on two main points—network topology and scalability. This section
examines the physical requirements and layout needed before the work begins.

® Area design considerations— The true fundamentals of any OSPF network are its areas.
The proper design of these areas is essential for a successful OSPF design. The following
areas are discussed: backbone, nonstub, and all the variations of the stub area.

Case studies— The case studies provide some real-world OSPF design scenarios to
apply the lessons that are learned throughout the chapter.

This chapter goes hand-in-hand with Chapter 5, “Routing Concepts and Configuration.”
When used together, these chapters allow your OSPF network to be the envy of all.

+/@
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OSPF Design Guidelines

NOTE

The OSPF protocol, as defined in RFC 2328, provides a high-functionality open protocol that
enables multivendor networks to communicate using the TCP/IP protocol family. Some
benefits of OSPF are as follows:

® Fast convergence
®  Variable-length subnet masking (VLSM)
® Authentication
® Hierarchical segmentation
® Route summarization
® Aggregation
All these benefits are needed to handle large and complicated networks.

Whether you are building an OSPF internetwork from the ground up or converting your inter-
network to OSPF, the design guidelines highlighted in the sections that follow provide a
foundation from which you can construct a reliable, scalable OSPF-based environment.

Different people have different approaches to designing OSPF networks. The important thing
to remember is that any protocol can fail under pressure. The idea is not to challenge the
protocol but rather to work with it to get the best performance possible from your network.

The OSPF RFC 2328 specifies several important considerations that are essential to a
properly designed OSPF network. However, because the operation of OSPF depends on how
it is implemented, some guidance is available. Industry-referenced design techniques offer
assistance in OSPF network design solutions.

Two excellent books are available for assistance in designing Cisco-based networks. They are
based on the Cisco Internetwork Design Course:

CID: Cisco Internetwork Design Course Companion

Cisco Internetwork Design

OSPF Design Goals

You identified all the resources you need to build a brilliant OSPF network, but what factors
do you need to consider? What criteria do you need to keep in mind as you read the request
for proposal (RFP)? The five basic network design goals for your OSPF network (or any
network) are as follows:

®  Functionality

®  Scalability

®  Adaptability
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® Manageability

® (Cost effectiveness

Functionality

“The network must work™ is the bottom line. Because networks are an integral part of
enabling entire businesses and individual users to do their jobs, this is the essential and only
acceptable outcome. Here, you must use service level agreements (SLAs). You must know
what is expected of the network to design it properly. You must also ensure that all the
business needs have been defined. These needs are the goals by which you can later judge
the success of your design. For example, if a business goal is to have a highly reliable
network via redundant links between core devices and if you do not design the network to
meet this business goal, the network design is flawed.

Scalability

As your organization grows, the network must be able to keep pace. Your network and its
initial design must enable the organization to expand accordingly. Therefore, you must plan
into a network the capability to further expand it. A network that cannot keep pace with the
organization’s business needs and growth is of little use.

For example, routing summarization is a major factor in the success of designing your
network. To ensure that your network can scale properly, route summarization is the biggest
factor against which to measure your success. Without summarization, you have a flat
address design with specific route information for every subnet being transmitted across the
network —a bad thing in large networks. In discussing summarization, remember that
routers summarize at several levels, as shown in Figure 4-1.

Figure 4-1  Route Summarization Affects Network Scalability
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Subnet Routes
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Host Routes
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For example, hosts are grouped into subnetworks, subnetworks are then grouped into major
networks, and major networks are then consolidated into OSPF areas. The overall OSPF
network can then be grouped into an autonomous system (AS). Chapter 7, “Summari-
zation,” covers this topic in more detail.

NOTE Many smaller networks can use a standard routing protocol such as OSPF. For example,
these networks can have 100 or less routers with a relatively small IP space. In these
situations, summarization might not be possible and might not gain much if it were
implemented.

Adaptability
Adaptability refers to your network’s capability to respond to changes. In most cases,
adaptability refers to your network’s capability to embrace new technologies in a timely and
efficient manner. This becomes extremely important as the network ages because change
within networking is occurring at breakneck speed.

Manageability

Providing proactive network management is the goal here. The network must have the
proper tools and design to ensure that you are always aware of its operation and current
status. It is always better to have your Network Operating Center (NOC) calling the
customer before the customer calls you. I have always chuckled with the humorous cartoon
that shows a NOC engineer in his doctor’s office saying “every time the network goes down
I get this ringing in my ears.” That is a funny way to depict a situation you want to avoid.

Cost Effectiveness

Cost effectiveness is the true bottom line of network design. Budgets and resources are
limited, and building or expanding the network while staying within the predetermined
budget is always a benefit to your career and proper network design. Management is
literally always happy when a project comes in under budget; consider this carefully and
you know how they feel when it goes over budget.

Although the five basic goals of network design can be followed in any situation, there
should also be a certain mind-set during the process regarding the technology you will be
using. It is important to use state-of-the-art technologies whenever possible; although, this
does not mean using unproven or inadequately tested technology. By spending extra money
up front, you are investing for the future, knowing that the network you are building will be
able to grow, from a technological standpoint, for a longer period of time than otherwise
possible.

4~ 40
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OSPF Network Design Methodology

Follow six common steps when designing your OSPF network. These steps are not absolute
and do not guarantee the perfect network but provide you with realistic considerations for
a well-designed OSPF network.

Figure 4-2

The six time-proven steps to designing a network are as follows:

Step 1
Step 2
Step 3
Step 4
Step 5
Step 6

Analyze the requirements.

Develop the network topology.

Determine the addressing and naming conventions.
Provision the hardware.

Deploy protocol and Cisco I0S Software features.

Implement, monitor, and maintain the network.

Although your network might not have the latest technology, it might not really need it if you objec-
tively determine the needs of a network by following this design methodology (see Figure 4-2). A
network does not always need to have routers with the latest technology; however, networks
must have the capability to meet the business needs for which they were designed.

Network Design Methodology

Step 1: Analyze the Requirements

Step 2: Develop the Network Topology

Step 3: Determine Addressing &
Naming Conventions

Step 4: Provision the Hardware

Step 5: Deploy Protocol Features

A

Step 6: Implement, Monitor, Maintain
the Network

%
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Step 1: Analyze the Requirements

This step details the process of determining expectations and then converting those expec-
tations into a real network.

What Do You Know?

Going into Step 1, you know that an OSPF network is required, but you do not know what
it will need to accomplish for your users or how you will physically design the network.

The needs of users are always changing. Nevertheless, as the engineer involved in the
design of the network, you must still objectively listen and determine the users’ needs. In
the end, they are going to be the network’s customers. You must also take into consideration
what the future might hold for them. Therefore, always ask the users what needs they foresee. It
is your responsibility to take their response and turn it into the requirements of the network.

A corporate vision is always important. For example, do the long-range corporate plans
include having a website? If so, what will it be doing? Will the company be running voice
over the network? Is videoconferencing going to be required?

Additional information that you should gather includes the current organization structure,
organization locations, and flow of information within the organization as well as internal
or external resources that are available to you. Armed with this information, your networks
need analysis; you should then begin conducting a cost and benefit analysis. In many cases,
you will not be able to get all the equipment or bandwidth that you think is necessary.
Therefore, create a risk assessment that details the potential problems or areas of concern
regarding the network design.

Consider the following issues when working through the network design process. I find that
whenever I am called upon to design a network or respond to an Request for Proposal (RFP)
that rereading this section benefits me greatly. Most of this information is common
knowledge but a simple refresher will help you be more successful:

® Reliability—When designing networks, reliability is usually the most important goal, as
the WAN is often the backbone of any network. There are several levels of redundancy, for
example, physical redundancy via the presence of backup routers or logical redundancy
via extra circuits between key sites. The resiliency and thus the reliability of a network is
related, so plan according to your budget and customer expectations.

® Latency— At certain times, network access requests can take a long time to be granted.
Users should be notified about a latency problem in the network whenever possible. When
implementing your network, test its latency to ensure that this is not a problem.

Investigate which applications are to be used. This information determines how much
latency is acceptable and helps you design the network appropriately.

4~ 40
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Cost of WAN resources— WAN resources are expensive, and as such, frequently
involve a trade-off between cost efficiency and full network redundancy. Cost
efficiency is usually preferred when compared to price, so adjust the network design
to reflect the most efficient solution.

Amount of traffic— You must be able to accurately determine the amount of traffic
that will be on the network to properly size its various components. As you implement
the network, develop a baseline that can be used to project future growth. To do so,
investigate the current network and determine the traffic levels and types.

Multiple protocols on the WAN—The simplicity of IP is of great benefit to any
network. For example, by allowing only IP-based protocols on the network, you avoid
the unique addressing and configuration issues that are related to other protocols.
Therefore, you should not allow multiple non-IP protocols in a network —especially
in the backbone.

Compatibility with standards or legacy systems— Compatibility will always be an
issue with your network throughout its life. As a network designer, keep this in mind
as you proceed. Business considerations are likely to force compatibility issues on
you and the network.

Simplicity and ease of configuration— You might be involved in only the design
and implementation of the network and not the management of it. In that case, the
knowledge that you develop must be passed on to those who will manage the network.
Consider simplicity and ease of configuration while you develop your design
documents for the network.

Support for remote offices and telecommuters—In today’s telecommunications
environment, satellite offices are becoming commonplace and require network
connectivity, so plan accordingly. Furthermore, the number of telecommuters is on the
rise. Remember this as you determine the placement of network components to ensure that
they can handle this requirement when it becomes a priority for your organization.

OSPF Deployment
As you determine the network requirements, some important questions exist regarding the
requirements of OSPF. The answers to the following questions can help you further define
the requirements of your OSPF network:

How should the OSPF AS be delineated? How many areas should it have, and what
should the boundaries be?

Does your network and its data require built-in security? For example, is the
encryption of data or authentication of routes required?

What information from other autonomous systems should be imported into your network?
Which sites will have links that should be preferred (lower cost)?
Which sites will have links that should be avoided (higher cost)?

%
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Load Balancing with OSPF

As you determine the network requirements, note the load-balancing feature of OSPF. In
the Cisco implementation of OSPF, any router can, by default, support up to four equal-cost
routes to a destination. When a failure to the destination is recognized, OSPF immediately
switches to the remaining paths. OSPF can support a maximum of six equal-cost paths if it
has been configured to do so.

OSPF automatically performs load balancing across or over equal-cost paths to a given
destination. The cost associated is determined (by default) by the interface bandwidth
statement, unless OSPF is configured to maximize multiple-path routing (that is, to use six
paths instead of the default of four).

Cisco IOS Software calculates cost for OSPF by dividing 100 million by the configured
bandwidth of the interface, as illustrated in Figure 4-3.

Figure 4-3  OSPF Costs

OSPF Cost is calculated as follows:
108 divided by bandwidth
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TIP Cisco IOS Software Release 11.2 addressed this cost calculation issue with the introduction
of the ospf auto-cost reference bandwidth command. This command alleviates the
problem of how OSPF would calculate cost on a Gigabit Ethernet interface.

OSPF Convergence

When all routers know the current state of a network, OSPF convergence is extremely fast
when compared to that of other protocols; this was one of the main features included in OSPF’s
initial design. To keep this desirable feature fully functional in your network, consider the
following components, which determine how long it takes for OSPF to converge:

® The length of time it takes OSPF to detect a link or interface failure

%
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® The length of time it takes the routers to exchange routing information via link-state
advertisements (LSAS), rerun the shortest path first (SPF) algorithm, and build a new
routing table

® A built-in SPF delay time of 5 seconds (the default value)

Therefore, the average time for OSPF to propagate LSAs and rerun the SPF algorithm is
approximately 1 second. Then the SPF delay timer of 5 seconds must elapse. OSPF conver-
gence can therefore be from 6 to 46 seconds, depending on the type of failure, SPF timer
settings, size of the network, and size of the LSA database. The worst-case scenario is when
a link fails but the destination is still reachable via an alternate route because the 40-second
default dead timer needs to expire before the SPF is rerun.

Step 2: Develop the Network Topology

When designing an OSPF network, this step covers the process of determining the
network’s physical layout. Two common design topologies exist: meshed and hierarchical.
The following sections discuss each topology and help you determine which is the most
efficient design for today’s networks.

What Do You Know?

Going into Step 2, you have developed a list of the requirements associated with the OSPF
network. You have also begun to determine the financial costs associated with the network.
These costs might include equipment, memory, and associated media.

Fully Meshed Topology

In a fully meshed structure, the topology is flat and all routers perform essentially the same
function, so there is no clear definition of where specific functions are performed. Network
expansion tends to proceed in a haphazard, arbitrary manner. This type of topology is not
acceptable to the operation of OSPF. It does not correctly support the use of areas.

Hierarchical Topology

In a hierarchical topology, the network is organized in layers that have clearly defined
functions. This type of network includes the following layers:

® Core layer —This is an excellent place for OSPF backbone routers that connect
through area 0. All these routers would interconnect and without host connections.
The primary purpose of the core layer is to provide connectivity between other areas.

In modern network design, the core layer can also be Gigabit Ethernet switches rather
than routers.

.
4~ 40
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® Distribution layer —In this layer, you can locate other OSPF areas connected
through Area Border Routers (ABRs) back to the core layer (area 0). This is also a
good location to begin implementing various network policies, such as security,
Domain Name System (DNS), and so on.

® Access layer—This layer includes the routers that provide connections to the users’
LANSs. This layer is where the majority of the hosts and servers need to connect to the
network.

By using this type of logical layered design, you gain benefits that help you design the
network, as shown in Figure 4-4.

Figure 4-4  OSPF Hierarchical Topology
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The benefits of the OSPF hierarchical topology as implemented in Figure 4-4 are as follows:

® Scalability — Networks can grow easily because functionality is localized, so
additional sites can be added easily and quickly.

® Ease of implementation— This physical topology fits easily into OSPF’s logical
hierarchy, making network implementation easier.

® Ease of troubleshooting— Because functionality is localized, it is easier to recognize
problem locations and isolate them.

4~ 40
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Predictability —Because of the layered approach, the functionality of each layer is
more predictable. This makes capacity planning and modeling easier.

Protocol support— An underlying physical architecture is already in place. If you
want to incorporate additional protocols, such as BGP, or if your organization acquires
a network running a different protocol, you can easily add the protocol. For example,
being able to connect an external network at the appropriate place in your network is
enhanced with a hierarchical design.

® Manageability — The physical layout of the network lends itself to logical areas that
make network management easier.

At this point, you can see that the three-layered hierarchical model fits perfectly into
OSPF’s logical design, and it is this model on which you will be basing your network
design. Before discussing how to implement and design this type of model, some basic
OSPF backbone designs are reviewed.

OSPF Backbone Design in the Hierarchical Model

The process of designing the backbone area has been previously discussed, so it is only
briefly reviewed here. Always keep the backbone area as simple as possible by avoiding a
complex mesh. Consider using a LAN solution for the backbone. The transit across the
backbone is always one hop, latency is minimized, and the backbone is a simple design that
converges quickly. Figure 4-5 illustrates a simple OSPF backbone design.

Figure 4-5  Simple OSPF Backbone Design
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You need to keep users off the backbone because it is only a transit area. Because all other
OSPF areas connect to the backbone, consider adding logical security. In OSPF, logical
security can be in the form of route authentication. Furthermore, the entire network can be
protected by using route authentication.

Also consider physically securing your backbone. As a network critical shared resource, the
routers need to be physically secure. If you use the previously mentioned LAN backbone
solution, securing your network is relatively easy; just place the backbone equipment in a
secure closet or rack, as shown in Figure 4-6.

Figure 4-6  Isolate and Secure the Backbone Physically and Logically
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Area Design in the Hierarchical Model

Design your OSPF network with areas to make the network scalable and efficient. Areas
have been discussed in previous chapters, but a brief review at this point is helpful. Keep
areas simple and stubby, with less than 100 routers (optimally 40 to 50) and have maximum
summarization for ease of routing. The network illustrated in Figure 4-7 demonstrates these
suggestions.
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Figure 4-7  OSPF Network with Areas
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NOTE Let me digress for a moment into the design debate surrounding the number of routers per

area. Everyone has an opinion on this topic, and in actual implementation, you can go
higher than the numbers I quote here. However, and I stress this point, you must take into
consideration all the factors here to make this successful. You are now probably wondering
if I will put a number on how far we can grow a single area and what I have experienced.
Well, I am not going to do that, sorry. There are just too many variables to consider in a
forum like this, but I will say that I have done a much higher number than Cisco
recommends!

While I am also discussing highly opinionated topics, let me also mention that OSPF areas
should also have a logical correlation to their placement, thus making the addressing and
subnetting much easier to handle. One of the benefits here is that you can grow the areas
much higher.

Using a Stub Area

What does your network gain by adding stub areas? Stub areas summarize all external
LSAs into one default route, which provides a path to external routes for all traffic inside
the stub area. The stub ABR forwards LSAs for inter-area routes but not external routes and
floods them to other area O routers. The stub ABR keeps the LSA database for the stub area
with this additional information and the default external route. Figure 4-8 illustrates the
operations in a stub area. An ASBR cannot be part of a stub area, and redistribution of routes
from other protocols cannot take place in this area.

+/@
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Figure 4-8  Stub Area Operation

Note that Area 1 is now a Totally Stubby Area (TSA).

A stub area only forwards:
- Summary LSAs (Types 3 and 4)
l - Specific LSAs (Types 1 and 2)
- Default external 0.0.0.0 route, blocks
all other external routes

You can also design totally stubby areas within your network. Totally stubby areas are a
Cisco-specific feature that is available within its implementation of the OSPF standard.

If an area is configured as totally stubby, only the default summary link is propagated into
the area by the ABR interarea, and external LSAs are blocked at the ABR of a totally stubby
area. An ASBR cannot be part of a totally stubby area, and redistribution of routes from other

protocols cannot take place in this area. Figure 4-9 shows the operations in a totally stubby area.

Figure 4-9  Totally Stubby Area Operation
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The main difference between a stub area and a not-so-stubby area (NSSA) is that the NSSA
allows the import of a limited number of external routes. You can configure areas that redis-
tribute routing information from another protocol to the NSSA. NSSAs are discussed later
in the “Not-So-Stubby Areas” section.

Example of an OSPF Network with a Hierarchical Structure

To design this type of model network, gather a list of the different locations that require
network connectivity within your organization. For purposes of this example and ease of
understanding, consider that you have an international corporation and you have been asked
to build its OSPF network within the United States. You have the following divisions (each
having various business units within it). The following hierarchy groups the units by
location and function:

® Headquarters: Washington, D.C. (all in the same building)
— U.S. executives
— Legal department
® Human resources (located at headquarters but in a different building)
— Payroll
— Benefits
— Corporate recruiting
® Sales and marketing
— Northern division (6 offices)
— Southern division (6 offices)
— Eastern division (5 offices)
— Western division (7 offices)
® Manufacturing
— Engineering located in western United States
— Widgets division located in northern United States (4 factories)
— Gidgets division located in southern United States (3 factories)
— Tomgets division located in western United States (3 factories)

The listed units will become the basis of OSPF areas. Contained within the areas will be
OSPF internal (intra-area) routers that connect to the various hosts.
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Of these groupings, select essential locations at which to locate the backbone routers. For
this example, the headquarters has a backbone router that is connected to area 0. You have
been given the following requirements based on traffic flow and corporate guidelines:

® All divisions must be within the same area, regardless of geographic location.

® All divisions must be able to connect to headquarters.

® In this company, area O links all major continental locations throughout the globe.
®  All regional clusters must have alternate routes.

® Internet connectivity is required for the entire company.

® If the backbone router fails, network operation within the U.S. divisions must
continue.

® Engineering and manufacturing must be able to communicate quickly and easily.

Begin separating the sites into areas and picking one location within each area where the
ABR is to reside. This results in a proposed set of OSPF routers deployed as follows:

® Backbone router (area 0) —Connects to global area 0
® ABR (area 1)—Executives and legal department

® ABR (area 2)—Human resources

® ABR (area 3)—Sales

® ABR (area 4)—Manufacturing and engineering

® ASBR-—Internet connectivity

The remaining sites are each assigned an intra-area router to connect them to the network;
this could be an ABR or internal OSPF area router. One main site within each geographical
area is the hub site for that geographic area, thereby reducing bandwidth costs.

At this point, you should have your organization separated into areas or layers and an
overall topology map laid out. Figure 4-10 illustrates the example network described so far.
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Figure 4-10 Proposed Network Design: Topology Map
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I want to throw out a couple of disclaimers here before people start tearing up my example:

°

regardless of geographic location.
°

opinion.
°

Remember requirement number 1. All divisions must be within the same area,

There are many ways of designing a network, and this is just one way and one person’s

Now that you think you have a solid network design, have someone else look at it and

consider modeling it in a software package such as the ones found at www.wandl.com

and www.opnet.com.
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Step 3: Determine the Addressing and Naming Conventions

Step 3 covers the process of assigning the overall network-addressing scheme. By assigning
blocks of addresses to portions of the network, you can simplify addressing, administration,
and routing and increase scalability.

Because OSPF supports VLSM, you can develop a true hierarchical addressing scheme.
This hierarchical addressing results in efficient summarization of routes throughout the
network. VLSM and CIDR were discussed in Chapter 1, “Networking and Routing Funda-
mentals.” You apply these techniques in this step of designing your OSPF network.

What Do You Know?

Coming into Step 3, you determined your network’s requirements and developed a physical
network topology. You continued to keep track of the costs —both one-time and recurring—
while planning. In this step, you determine the addressing and naming conventions that you
plan to use.

Public or Private Address Space

TIP

Your address scheme must be able to scale enough to support a larger network because your
network will most likely continue to grow.

Now, you must determine what range of IP addresses you are going to deploy within your
network. The first question you need to answer is, “Do I have public address space assigned
to me by my Internet service provider (ISP), or am I going to be using private address space
as specified in RFC 1918 and 159777

Either choice has its implications on the design of your network. By choosing to use private
address space in connecting to the Internet, you must include the capability to do address
translation as part of your network design.

To further complicate the issue, you might also have to deal with a preexisting addressing
scheme and the need to support automatic address assignment through the use of Dynamic
Host Configuration Protocol (DHCP) or DNS — This type of technology is beyond the
scope of this book.

DHCP is a broadcast technique that obtains an IP address for an end station. DNS translates
the names of network nodes into IP addresses.
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Figure 4-11 shows an example of how to lay out the IP addresses and network names for
the example network.

Figure 4-11 Address and Naming Conventions

Corporate Address

Area 0 10.0.0.0/16
7 7 7
o — o — “=-~— host.hg.com 255.255.248.0
l ' ' ’ . ‘ 10.0.80.0 to 10.0.91.0
10.0.0.0/22 | | | 10.0.80.0/21 255.255.248.0

255.255.252.0 NIC\

I

Gigabit Ethernet

.f\,}/ﬁ\ 255.255.252.0

P, ~ o 10.0.79.0 to 10.0.82.0/22
10.0.0.0t0 10.0.3.0 (5 —~ \ Ealn [ host.pay.com
\ " -
. |Gigabit Ethernet |
10.0.4.0t0 10.0.7.0 (%5 J0.0.32.0/23 _ __10.0.72.0/21
) ."}*i r“f'i 255.255.248.0
10.0.8.0t0 10.0.11.0 {5 host.ben.com

\
255.255.254.0

10.0.12.0t0 10.0.15.0 [ 5 & host.rec.com
\
host.man.xxx.com 10.0.44.0 10.0.66.0
L o to
'y 10.0.67.0
100330 100550}
to vy
10.0.44.0 10.0.55.0
to
10.0.56.0

host.sales.xxx.com

Plan Now for OSPF Summarization

The operation and benefits of route summarization have been discussed in previous chapters. At
this point, you should realize the importance of proper summarization on your network. The
OSPF network in Figure 4-12 does not have summarization turned on. Note that by not using
summarization, LSAs are propagated into the OSPF backbone and beyond, causing unnec-
essary network traffic and router overhead.

Type 1 and Type 2 LSAs are translated into Type 3 LSAs at the ABR, even if summarization
is not turned on. (That is one unfortunate aspect of the terminology used in the RFC that
calls this a Type 3 summary LSA.) Whenever an LSA is sent, all affected OSPF routers
might potentially have to recompute their LSA database and routes using the SPF
algorithm.
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NOTE

Routers in a remote area receive a Type 3 LSA every time a subnet changes in an area, but
they can handle that change without a new SPF calculation. That is a hidden benefit of
multi-area OSPF: Routers in remote areas can process changes without a full SPF
calculation.

Figure 4-12 No Route Summarization Causes Network Problems

OSPF Backbone
Area 0 or 0.0.0.0

T 131.108.32.0 T 131.108.64.0 T 131.108.1.0
. ‘ 131.108.33.0 . ‘ 131.108.65.0 . 131.108.2.0
Y 131.108.34.0 ’ 131.108.66.0 v 131.108.3.0
and so forth and so forth and so forth
Area 1 Area 2 Area 3

LSAs will be propagated
throughout the network!

OSPF provides some added benefits if you design the network with summarization. For
example, only summary-link LSAs propagate into the backbone (area 0). This is important
because it prevents every router from having to rerun the SPF algorithm, helps increase the
network’s stability, and reduces unnecessary traffic. Figure 4-13 demonstrates this principle.

Although this section provides an overview of summarization, you learn more about the
topic in Chapter 7.

IP addresses in an OSPF network should be grouped by area, and you can expect to see
areas with some or all of the following characteristics:

®  Major network number(s)
® Fixed subnet mask(s)
® Random combination of networks, subnets, and host addresses

Hosts, subnets, and networks must be allocated in a controlled manner during the design
and implementation of your OSPF network. The allocation should be in the form of
contiguous blocks that are adjacent so that OSPF LSAs can easily represent the address
space. Figure 4-14 shows an example of this.

%
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Figure 4-13  Proper Route Summarization Improves OSPF Network Stability

OSPF Backbone
Area 0

Summary Link LSA Only Sent to Backbone

ABR ABR
r},”«' rz’ii r}?i
131.108.32.0/19 131.108.64.0/19 131.108.1.0/19
Area 1 Area 2 Area 3

Properly summarized areas

Specific link LSAs are not propagated to the backbone
so flapping links are hidden inside an area.

Figure 4-14 Configuring OSPF for Summarization

OSPF Backbone
Area 0

192.168.1.0

Summary LSAs are
propagated into
the backbone

Area 1 Area 2 Area 3

Each area summarizes 172.16.0.0/16  172.17.0.0/16 172.18.0.0/16
the networks found
within them
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TIP Allocation of IP addresses should be done in powers of 2 so that these “blocks” can be
represented by a single summary link advertisement. Through the use of the area range
command, you can summarize large contiguous blocks of addresses. To minimize the
number of blocks, make them as large as possible. Furthermore, addresses should start on
a bit boundary. Allocating addresses in blocks of 32, as illustrated in Figures 4-12 and 4-13, is
good if the addresses start at 0, 32, and 64, but a block of 32 does not summarize well if the
addresses start at 5,37, and 69.

Bit Splitting (Borrowing Bits)
To differentiate two areas, split 1 bit. To differentiate 16 areas, split 4 bits. Figure 4-15
demonstrates this bit-splitting technique.

Figure 4-15 Bir Splitting Address Space

—_— —_— —_— —_—

Area 131.108.0.0 Area 131.108.16.0 Area 131.108.32.0 Area 131.108.48.0

131.108.1.0 131.108.16.0 131.108.32.0 131.108.48.0
131.108.2.0 131.108.17.0 131.108.33.0 131.108.49.0
up to up to up to up to
131.108.15.0 131.108.31.0 131.108.47.0 131.108.63.0
First area range Second area range Third area range Fourth area range
or or or or
Area 1 Area 2 Area 3 Area 4

The example uses 4 bits for the area and uses 32-bit numbers to represent 4 of the 16
possible areas. The area numbers appear in dotted decimal notation and look like subnet
numbers. In fact, the 32-bit area numbers correspond to the summary advertisement that
represents the area.

Map OSPF Addresses for VLSM

Variable-length subnet masking (VLSM) was discussed in Chapter 1, but the reasons
behind VLSM are similar to bit splitting. Remember to keep small subnets in a contiguous
block to increase the number of subnets for a serial meshed network. Figure 4-16 provides
an example of VLSM OSPF mappings. Try to start at the beginning or end of a subnet
because it’s easier to manage. Because contiguous blocks do not always start at a logical

- 4@
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beginning point for the sequence, this demonstration starts at the middle—you should try
to figure out tough subnetting problems because you will most likely encounter the same

scenarios when mapping OSPF addresses for VLSM!

Figure 4-16 VLSM OSPF Mappings

()
Area 131.108.0.0
131.108.1.0
131.108.2.0

up to
131.108.15.0

—_—

oy
Area 131.108.16.0

131.108.16.0

131.108.17.0

up to
131.108.31.0

Also 64 smaller subnets within
131.108.27.0:

131.108.27.4
131.108.27.8
131.108.27.12

up to
131.108.27.252

Discontiguous Subnets

Subnets become discontiguous when they are separated by one or more segments repre-
sented by a different major network number. Discontiguous subnets are supported by OSPF

because subnets masks are part of the link-state database.

Consider the following example: The OSPF backbone area 0 might be a Class C address,
while all the other areas might consist of address ranges from a Class B major network, as

illustrated in Figure 4-17.

Figure 4-17 OSPF Network with Discontiguous Subnets

Router A

&

OSPF Backbone
Area 0

Network 192.117.49.0
Range 255.255.255.0

Router A:

Advertises 131.108.16.0
Subnets 16.0 to 31.0
Range 255.255.240.0

\

The Subnets in Area 1 and 2 Are Discontiguous

%

Router B:

Advertises 131.108.48.0
Subnets 48.0 to 63.0
Range 255.255.240.0

/
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TIP OSPF supports discontiguous subnets regardless of whether summarization is configured
within the network. However, if you configure summarization, everything within your
network routes more optimally, and you have a more stable design.

Naming Schemes

The naming scheme used in your network should also be designed in a systematic way. By
using common prefixes for names within an organization, you make the network easier to
manage and more scalable. All this is demonstrated in Figure 4-11.

It is also important to use a naming convention with your routers. This assists everyone who
deals with your network because the router names hold some meaning, instead of having
an abstract name, such as a purchase order number.

Step 4: Provision the Hardware

In Step 4, you must use vendor documentation, salespersons, and system engineers to
determine the hardware that is required for your network. This holds for both LAN and
WAN components.

For LANS, select and provision router models, switch models, cabling systems, and
backbone connections. For WANS, select and provision router models, modems, CSUs/
DSUs (channel service units/data service units), and remote access servers.

What Do You Know?

Coming into Step 4, you determined your network requirements, developed a physical
network topology, and laid out your addressing and naming scheme. In this step, you select
and provision the necessary network equipment to implement the design.

When selecting and provisioning routing or switching hardware, consider the following areas:
® Expected CPU usage
®  Minimum RAM
®  Bus budget
® Forwarding latency

® Required interface types and density

- +/@
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Step 5: Deploy Protocol and Cisco I0S Software Features

In Step 5, you deploy the more specific features made possible by the OSPF protocol and
Cisco IOS Software running on your routers. It is not necessary to have a network with
every option turned on, nor is this something you are likely to see. Some of the features that
you need to consider implementing are covered in the two sections that follow.

What Do You Know?

Coming into Step 5, you determined your network requirements, developed a physical
network topology, laid out your addressing and naming scheme, and began the provisioning
of the network equipment. In this step, you deploy the OSPF and Cisco 10S Software
features that you need to use within the network.

OSPF Features

This section covers authentication and route redistribution between protocols, two OSPF
features that you should consider deploying within your network.

Protecting corporate resources, security, policing the network, ensuring correct usage of the
network, authentication —these are different terms for a similar need within every network:
network security. Network security should be built into the network from day one, not
added as an afterthought. Mistakes have already happened in the networking environment
you know today. Nevertheless, how could they not with the almost required Internet
presence and “www” logo seen on almost every business card? The open unsecure
protocols, such as Simple Mail Transfer Protocol (SMTP) or Simple Network Management
Protocol (SNMP), are essential for business and network management; though, they are
also vulnerable to exploitation. Hopefully, the respective working groups will move toward
solving this problem. All is not doom and gloom though, as OSPF comes with built-in
authentication—the way it should be!

OSPF’s built-in authentication set is extremely useful and flexible. In the OSPF specification,
MDS5 is the only cryptographic algorithm that has been completely specified. The overall
implementation of security within OSPF is rather straightforward. For example, you assign a
key to OSPF. This key can either be the same throughout your network or different on each
router’s interface, or a combination of the two. However, each router that is directly connected
to each other must have the same key for communication to take place. Further discussion of
this OSPF feature is presented in Chapter 8, “Managing and Securing OSPF Networks.”

Route redistribution is another useful Cisco IOS Software feature. Redistribution is the
exchange of routing information between two different routing processes (protocols). This
feature should be turned on in your routers if you have separate routing domains within
your AS and you need to exchange routes between them. Chapter 6, “Redistribution,” and
Chapter 7 cover this feature in greater detail.

4~ 40
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Figure 4-18

TIP

For example, the engineering department might be running OSPF and the accounting
department might be running Enhanced Interior Gateway Protocol (EIGRP), as shown in
Figure 4-18.

Redistributing Routing Information Between Protocols

| One router i

| |
T —_—

I EIGRP OSPF !

: process  process :

|
.
131.108.0.0 ‘.“3- — 147.59.0.0
|

R,

Figure 4-18 depicts one router connecting the two separate routing processes (protocols),
which need to share routing information. This sharing process is called redistribution. The
router shown in Figure 4-18 is configured to run both EIGRP and OSPF routing.

When routes are redistributed between major networks, no subnet information is required
to be shared. Instead, summarization should be applied at major network boundaries.

Cisco |0S Software Features

Some of the features of Cisco IOS Software that you should consider deploying within your
network are as follows:

®  Access lists

®  Queuing

® Route maps

® Limiting certain routes from being propagated
® Policy routing

®  Quality of service (QoS)
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Step 6: Implement, Monitor, and Manage the Network

The last step is also the first step to continually managing the growth of your network. Some
time is spent on this subject later in the chapter, but Chapter 8 covers the network
management arena in greater detail. In the context of this step, you should consider the
following actions:

® Using network management tools for monitoring
® Performing proactive data gathering

® Knowing when to scale the network to meet new demands (install new hardware,
upgrade circuit speeds, support new applications)

What Do You Know?

Coming into Step 6, you determined your network requirements, developed a physical
network topology, laid out your addressing and naming scheme, provisioned your network
equipment, and deployed the necessary OSPF and Cisco IOS Software features. In this step,
you implement the network, institute monitoring, and engage in proactive network
management.

OSPF Network Scalability

Your ability to scale an OSPF internetwork depends on your overall network structure and
IP addressing scheme. Adopting a hierarchical network design with a structured address
assignment (that is, using summarization whenever possible) is the most important factor
in determining the overall scalability of your OSPF network. Network scalability is affected
by both operational and technical considerations.

Operationally, OSPF networks should be designed so that areas do not need to be split to
accommodate predicted and unpredicted growth. Networks will most likely not shrink in
size, so plan accordingly. Specifically, reserve IP address space to permit the addition of
new routers and areas.

Scalability should always be taken into consideration when designing your network. All
routers keep a copy of the area’s link-state database (LSDB). If a router is in more than one
area, such as an ABR, the router has one LSDB for each area. As your network grows, its size
eventually reaches a point where the database becomes too large, resulting in routing ineffi-
ciencies because the router does not have the resources to handle normal routing activities.

The larger the OSPF area, the more LSAs are flooded throughout the network whenever

there is a topology change. This can result in network congestion. It is impossible to predict
whether a congestion problem will result in normal LSA flooding. The factors involved are
too extensive to accurately predict. In modern networks, congestion-causing LSAs are rare.
However, too many LSAs causing slow SPF calculations is quite common—especially LSAs

from external routes being flooded across the entire AS.
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The capability of your OSPF network to scale properly is determined by a multitude of
factors, including the following:

® OSPF functional requirements (that is, what a router needs to do)
® Router memory requirements
® CPU requirements
® Available bandwidth

® Security requirements

NOTE In many cases, personnel who work directly with networks are not always in complete
control of some of the factors discussed in this section. Of course, bigger routers are better;
unfortunately, management does not always allow you to purchase the biggest routers. In
the end, a compromise is usually required. Be sure to document the limitations and
potential growth issues with the compromise solution that you implement.

OSPF Network Topology

OSPF works best in a hierarchical routing environment. When designing an OSPF network,
the first and most important task is to determine which routers and links are to be included
in the backbone (area 0) and which are to be included in each area. The following are three
important characteristics to OSPF to ensure that your OSPF network has a hierarchical
routing structure:

® The hierarchical routing structure must exist or be created to effectively use OSPF. The
benefits of having a single area include simplicity, ease of troubleshooting, and so on.

A contiguous backbone area must be present, and all areas must have a connection to
the backbone.

® Explicit topology (shortest path) has precedence over any IP addressing schemes that
might have been applied; that is, your physical topology takes precedence over a
summarized route.

When designing the topology for an OSPF network, consider the following important items:

®  Number of routers in an area

®  Number of areas connected to an ABR
®  Number of neighbors for a router

® Number of areas supported by a router

® Selection of the designated router (DR)

® Size and development of the OSPF LSDB

These topics are covered in the following sections.

4~ 40
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Area Sizing

NOTE

Determining the number of routers to deploy within each OSPF area is extremely important
and should be done with flexibility in mind. Factors that are hard to know during design
(such as which links will flap) can be compensated for with flexibility in your design and
implementation.

During initial network convergence, OSPF uses the CPU-intensive SPF algorithm.
Experience has shown that 40 to 50 routers per area is the optimal upper limit for OSPF in
the majority of networks.

This is not to say that there are not larger and smaller areas running just fine. The point here
is that 40 to 50 routers per area is the proper size for most networks and routers. Of course,
a network full of 12000s can do things differently than a network composed of 2500s.

The number of calculations that must be performed by the router, given that  is the number
of link-state packets (LSPs), is proportional to n log n. As a result, the larger the area, the
greater the likelihood for performance problems associated with OSPF routing recalcu-
lation, and the more unstable the area becomes.

Generally speaking, an area should have less than 100 routers. That does not mean that
networks with 100 or more routers in an area won’t function, but why experiment with
stability if you don’t need to? Areas with unstable links should be even smaller to reduce
the impact of those links.

If you have a stable network infrastructure, you can most likely run many more routers per
area—assuming that the router specifications (for example, LSDB processing capacity)
allow it. Additionally, a well-designed OSPF structure is essential in making areas with
larger numbers of routers more viable. This chapter is designed to enable you to make your
OSPF implementation scalable, allowing you to surpass the limit set by the less-than-100-
router rule.

One of the main problems with OSPF areas is that network administrators let their
backbone area grow too large. Some administrators erroneously believe that most routes
should belong in area 0. Use the following guidelines for the best results:

® Outline the logical view of the network from the beginning.
® Focus on which routes, routers, or networks belong in what area.
® Start creating nonrequired areas before they are needed.

A good rule of thumb is to plan for maximum growth coupled with long-term planning at
the beginning of the network design process. Has this point been stressed enough yet? This
has the added benefit of ensuring your network can handle rapid growth. In this case,
planning for too much is not a bad thing to do.

%
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The OSPF network sizing recommendations shown in Table 4-1 are made in accordance
with Cisco recommendations regarding OSPF networks. As stated earlier, studies and real
world implementations have gone further. For example, the statistics in Table 4-1 came
from the old “IETF OSPF Standard Report.” Although, that report is many years old now
and does not take into account today’s carrier class routers and thus has been adjusted.
These are not hard and fast numbers but are good indicators for you so you can plan accord-
ingly and understand when you might be stretching things a bit.

Table 4-1 OSPF Network Size Recommendations

Parameter Minimum Mean Maximum
Routers per domain 1 500 1000
Routers per area 1 100 350

Areas per domain 1 25 75
Neighbors per router 1 50 100

Areas per router 1 3 5

OSPF has been thoroughly tested and can withstand substantial scaling.

Determining the Number of Areas per ABR

ABRs keep a copy of the database for all areas that they service. For example, if a router is
connected to five areas, it must keep five different databases. It is better not to overload an ABR;
rather, you should spread the areas over other routers. The ideal design is to have each ABR
connected to two areas only — the backbone and another area— with three to five areas being the
upper limit. Figure 4-19 shows the difference between one ABR holding five different databases,
including area O (part a), and two ABRs holding three databases each (part b).

These are just guidelines; the more areas you attach per ABR, the lower the performance
you get from that router. This is a simple case of resource management. In some cases,
network administrators will accept the lower performance; but usually, end users won’t see
it that way. As you do this, remember to check your routers’ memory and CPU utilization,
as there is a point in which every router ceases to function properly if asked to do too much.
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Figure 4-19 How Many Areas Should Be Connected per ABR?

Too Many Areas per ABR
(@)

Two Areas per ABR Is Optimal
(b)
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Determining the Number of Areas per Router

A router must run the link-state algorithm for each link-state change that occurs for every
area in which the router resides. Every ABR is in at least two areas (the backbone and
another area). To maximize stability, one router should generally not be in more than three
areas. For more information, refer to Table 4-1.

Determining the Number of Neighbors per Router

OSPF floods all link-state changes to all routers in an area. Routers with many neighbors
have the most work to do when link-state changes occur. In general, a router should have
no more than 60 to 100 neighbors.

TIP Chapter 2, “Introduction to OSPF,” discussed the differences between neighbors and
adjacencies. Refer to that chapter as necessary.
An example of the 60 to 100 neighbor rule is the case of a number of routers connected on
the same LAN. Each LAN has a DR and BDR that build adjacencies with all other routers.
The fewer the neighbors on the LAN, the smaller the number of adjacencies a DR or BDR
has to build. Figure 4-20 shows that more neighbors result in more work for the DR and
BDR. (This is also the case in NBMA networks.) To improve performance, avoid having a
single router be the DR on more than one segment.
Figure 4-20 More Neighbors Equal More Work for the DR and BDR
Network A
DR for
Network A
P~ 7 Y= ~Y ~7 ~ ~ 7
-2 - 20 PN, -z 0 20 2
Uy Uy U U9 Uy
DR for
Network B
Network B

More neighbors = more work for the DR & BDR

This, of course, depends on how much processing power your router has. You can always
change the OSPF priority to select your DR, but more on that later. Also, if possible, try to
avoid having the same router from being the DR on more than one segment.

%
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If OSPF defaults to the DR selection based on the highest router ID (loopback interface or
highest active IP address on an interface), one router might accidentally become a DR over
all segments to which it connects. In this example, consider the additional load that a single
router would incur if it accidentally became the DR for two large segments, as shown in
Figure 4-20. This router might become overloaded while other routers are idle. Then,
consider the impact on network convergence if this router fails. The key points here are

® Do not allow a router to “accidentally” become the DR.

® Plan which router is to be the DR in an area.

Selecting the Designated Router

The DR and BDR on a LAN generally have the most OSPF work to do. Select routers to be
the DR and BDR that are not already heavily loaded with CPU-intensive activities. This can
be accomplished by using the ip ospf priority priority command, which enables you to
organize the DRs as needed. In review, some of the characteristics and behavior of Cisco
routers when using priority are as follows:

® By default, all Cisco routers have a priority of 1, thus forcing the use of the router ID
(RID) as the deciding factor. However, this does not assure you that the best choice is
made, so the outcome can be altered with the priority command.

®  When two routers attached to a network both attempt to become the DR, the one with
the higher router priority takes precedence. If there is a tie, the router with the higher
RID takes precedence. Adding a router with a high priority to a segment does not
cause a new election.

® A router with a router priority set to 0 is ineligible to become the DR or BDR. You can
set the priority to 0 and remove small (SOHO) routers from consideration. Also, it’s a
good idea to set OSPF priority to zero on firewalls that happen to speak OSPF, or your
DR might become a firewall that is routing packets in software, rather than ASICs.

® Router priority is configured only for interfaces to multiaccess (Ethernet, Frame
Relay, ATM, and so on) networks (that is, not point-to-point networks). This priority
value is used to determine the DR when you configure OSPF for nonbroadcast
networks using the neighbor router configuration command for OSPF.

In addition, it is generally not a good idea to select the same router to be the DR on more
than one LAN simultaneously. These guidelines help ensure that no single broadcast link
has too many neighbors with excessive Hello traffic. From an NBMA network perspective,
this is also something to consider because you would not want your expensive WAN links
full of unnecessary overhead.

Plan which router is to be the DR in each OSPF segment as appropriate. To make the right
choice, check the current router utilization and available memory with the show process
cpu and memory commands, respectively.

4~ 40
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Fully Meshed Versus Partially Meshed Network Topology

Nonbroadcast multiaccess (NBMA) clouds, such as Frame Relay or X.25, are always a
challenge in OSPF. The combination of low bandwidth and too many LSAs can cause
problems. A partially meshed topology has been proven to behave much better than a fully
meshed network topology. Figure 4-21 shows the benefits and differences between the two
topologies.

In some cases, a carefully laid out point-to-point or point-to-multipoint network can work
better than multipoint networks, which must deal with LSA and DR issues.

Figure 4-21 Examples of Fully and Partially Meshed Networks
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Link-State Database Size Considerations

Issues relating to the size of the LSDB are important and deal directly with the LSDB
operation in relation to the topology of the network. The LSDB is everywhere within an OSPF
network, and the LSDB has the following functional characteristics, which do not change:

® A router has a separate LSDB for each area to which it belongs.
® All routers belonging to the same area have an identical LSDB.
® A router performs separate SPF calculations on associated LSDBs for each area.

® [SA flooding occurs only within the area that is sending the advertisement (that is,
experiencing the topology change). Remember that Type 1-4 and Type 7 LSAs are
flooded within an area, and Type 5 LSAs are flooded throughout the OSPF domain,
except for stub and NSSA areas. This is covered in Chapter 3, “OSPF
Communication.”

When encountered in an area, the LSDB is identical in each router within the area. The
LSDB also contains the following different LSAs:

® Router link advertisements

® Network link advertisements

® Summary link advertisements (IP network and ASBR)

® Autonomous system (AS) external advertisements (nonstub areas only)

® Opaque LSAs, if implemented

These factors show you how the LSDB uses the routers’ memory when running OSPF. This
makes determining the minimum memory requirement to run OSPF crucial in creating an
effective OSPF design. The sections that follow examine this sizing process in more detail.

Determining Router Memory Requirements

An OSPF router stores all the link states for all the areas that it is in. As described in the
case study in Chapter 3, this is a complex process, and if enough memory is not provided
in the router, serious OSPF routing problems might result. Ensuring an effectively designed
OSPF network can also conserve router memory.

In addition to storing the state of each link within an area, the LSDB stores summary and
external routes. Careful use of route summarization techniques and the creation of stub
areas can substantially reduce router memory use. Therefore, if memory issues become a
concern, consider using stub areas because doing so reduces the amount of routes.

It is not easy to determine the amount of memory needed for a particular OSPF configu-
ration. From a design perspective, the best you can do is to approximate the memory

4~ 40
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NOTE

CAUTION

requirements. Memory issues usually arise when too many external routes are injected into
the OSPF domain. Consider the following two scenarios:

® An OSPF backbone area with 40 routers and a default route to the Internet

® An OSPF backbone area with 4 routers and 33,000 external routes being injected
into OSPF

The first network would be less likely to have memory issues on routers than the network
described in the second example. Summarization at the ABRs and the use of stub areas
might further minimize the number of routes exchanged.

The total memory used by OSPF is the sum of the memory used by the routing table
(verified by the show ip route summary command) and the memory used by the LSDB.
The following numbers provide a rule-of-thumb estimate:

® Each entry in the routing table consumes 200 to 280 bytes plus 44 bytes per link.

® FEach LSA consumes 100 bytes worth of overhead plus the size of the actual LSA,
possibly another 60 to 100 bytes. (For router links, this depends on the number of
interfaces on the router.) These amounts should be added to memory already used by
other processes and by the Cisco IOS Software.

A routing table using less than 500 KB might normally be accommodated with 2—16 MB

of RAM; large networks that have routing tables greater than 500 KB might need 16-64 MB.

Furthermore, large networks might require 512 MB or more if full routes are injected from
the Internet.

As Cisco 10S Software continues to grows, the memory needed to hold and run that
software will also increase.

To determine the exact amount of memory used by OSPF, you can execute the show
memory command with and without OSPF being turned on. The difference in the
processor memory used indicates how much memory OSPF is using.

Do not do this show memory test in the middle of the business day. You might also want
to make a backup copy of the router configuration before beginning this process.
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Router CPU Requirements

An OSPF router uses CPU cycles whenever a link-state change occurs. This is because
Cisco IOS Software is run in the router’s flash memory, and every time a decision is
required, the CPU must process it. Thus, keeping the OSPF areas small and using route
summarization dramatically reduce usage of the router’s CPU and create a more stable
environment within which OSPF can operate.

Bandwidth Usage

OSPF sends partial LSA updates when a link-state change occurs. The updates are flooded
to all routers in the area. In a network with substantial topology changes, OSPF LSA
frequency and size increase, reducing the bandwidth available for customer usage.

OSPF Security

The two kinds of security mechanisms applicable to routing protocols are as follows:

® The routers that participate in an OSPF network are controlled.
® OSPF contains an optional authentication field.

You might think it is possible to control the routing information within an OSPF area.
However, for OSPF to operate properly, all routers within an area must have the same
database. As a result, it is not possible to use route filters in an OSPF network to provide
security because OSPF exchanges route information through the use of LSAs, not routes.
OSPF then calculates the route to a destination based on the LSA. This is different than
route maps and redistribution, as discussed in later chapters.

However, you can ensure that an OSPF area is secured via authenticated route exchanges.
To do this, OSPF has an optional authentication field. Using this optional feature also
requires additional router resources. All routers within an area must agree on the value of
the authentication field (that is, the password). Because OSPF is a standard protocol, which
can be implemented on many platforms, including some hosts, using the authentication
field prevents the inadvertent startup of OSPF in an uncontrolled platform on your network
and reduces the potential for instability. Chapter 8 discusses the use of OSPF authentication
features. Just be aware that it exists and will cost you resources if you implement it. So, plan
for it during the design stage (definitely stressing that point) if you think you will use it.
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Area Design Considerations

Area Design Overview

When creating large-scale OSPF internetworks, the definition of areas and assignment of
resources within areas must be done with a pragmatic view of your OSPF internetwork. This
assignment of resources includes both physical and logical networking components so that
optimal performance results. This section discusses some of the items that are applicable to
designing any type of OSPF area. Specific considerations are discussed after each area type.

Areas are essentially small networks contained within the larger OSPF routing domain or AS,
and as such, areas route only necessary traffic within themselves, thereby reducing overall
network traffic. The capability of OSPF to create areas is key to its successful operation.
These areas allow for hierarchical design and implementation because all areas are required
to connect to area 0.

Many reasons justify the use of OSPF’s capability to create areas. The use of areas is
necessary so that OSPF’s required hierarchical structure can be put into place. The topology
of the network within an area is invisible to anything outside of that area, as demonstrated in
Figure 4-22.

Figure 4-22 Areas Serve as Small Networks, Subsequently Resulting in Reduced Network Traffic
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The two most critical aspects of designing an area are as follows:

®  Determining how the area is addressed

® Determining how the area is connected to the backbone
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Areas should have a contiguous set of network and subnet addresses whenever possible.
You can have an area with any combination of networks and subnets, but this is strongly
discouraged. Whenever possible, you should have an area that consists of grouped networks
and subnets so that route summarization can be easily accomplished. Without a contiguous
address space, the implementation of route summarization is impossible. Chapter 7
discusses the practical application of summarization in greater detail.

The routers that connect an area to the backbone area are called Area Border Routers
(ABRs). Areas can have a single ABR or they can have multiple ABRs. In general, you
should have more than one ABR per area to minimize the chance of the area becoming
disconnected from the backbone because it is a single point of failure.

Considering Physical Proximity

If a particular location within your network is densely connected, create an area specifically
for the routers at that location. This enables OSPF to better handle a large, dense cluster of
routers, and it enables more efficient management and routing.

Reducing the Area Size if Links Are Unstable

If your internetwork includes unstable links, consider implementing smaller areas to reduce
the effects of route flapping. Whenever a route is lost or comes online, each affected area

must converge on the new topology upon receiving the LSA that describes the change. The
shortest path first (SPF) algorithm is again run on all the affected routers that received the LSA.
By segmenting your network into smaller or multiple areas, you can isolate unstable links and
deliver more reliable overall service. This is always of benefit to everyone concerned.

Ensuring Contiguous Areas

A contiguous OSPF area (see Figure 4-23) is one in which a continuous path can be traced
from any router in an area to any other router in the same area. Basically, all routers in the
backbone should be directly connected to other backbone routers. This does not mean that
all routers must share a common network media (such as Ethernet).
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Figure 4-23 Contiguous Areas Within an OSPF Network
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Ideally, areas should have multiple redundant internal and external links to prevent partitioning.

Using Tunable OSPF Parameters

A group of tunable OSPF parameters can help you design an area to more readily meet your
network’s specific needs. All of these commands and their associated values generally
default to good values. If you are considering changing these defaults, it is good practice to
change them in all routers in an area, or your routers might have trouble communicating.
Make sure you take precautionary measures before you change the default values.

TIP Cisco routers do not show default values in their configuration files. For example, IP routing
being enabled is never shown because that is the default, but it is shown if disabled.

+/@



%}% 6%8 0323FMf.book Page 203 Wednesday, March 12,2003 9:41 AM

Area Design Overview 203

The tunable OSPF parameters are as follows:

ip ospf hello-interval {default = 10 seconds}— This command defaults to a value
of 10 seconds. By modifying this value, you can specify the transmission interval
between Hello packets sent out an interface. The smaller the Hello interval, the faster
the topological changes are detected, but more routing traffic ensues. This value must
be the same for all routers and access servers on a specific subnet. The following
example sets the interval between Hello packets to 15 seconds:

interface ethernet 1

ip ospf hello-interval 15

ip ospf dead interval {default = hello interval * 4} —This command defaults to a
value four times the Hello interval; normally, this is 40 seconds. This command
specifies how long a router’s Hello packets must not have been seen before its
neighbors declare the router down. If you alter this value on one router on a subnet,
you must change the value on all routers. The following example sets the OSPF dead
interval to 60 seconds:

interface ethernet 1
ip ospf dead-interval 60

ip ospf retransmission-interval {default = 5 seconds} —This command defaults to
a value of 5 seconds. By modifying this value, you can specify the number of seconds
between LSA retransmissions. An LSA retransmission automatically occurs while the
transmitting router is waiting for an acknowledgment from the receiving router.
Remember if you alter this to allow for round-trip time and delays between routers.
The following example sets the retransmit interval value to 8 seconds:

interface ethernet 2
ip ospf retransmit-interval 8

ip ospf transmit-delay {default = 1 second}—Now, at first glance, this seems like a
very odd command; I mean, why place a built-in delay in updates? Consider if the
delay is not added before transmission over a slow speed link; the time in which the
LSA propagates over the link is not considered. This setting has more significance on
very low speed links.

Link-state advertisements in the update packet must have their ages incremented by
the amount specified in the seconds argument before transmission. The value assigned
should take into account the transmission and propagation delays for the interface. In other
words, to increase the amount of time between LSA transmissions, use this command.

This command defaults to a value of 1 second. By modifying this value, you can set
the time to delay before transmitting a link-state update from an interface. The
following example sets the retransmit delay value to 3 seconds:

interface ethernet 0
ip ospf transmit-delay 3

%

+/@
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® ip ospf cost—This command enables you to explicitly specify the cost of sending a

packet out an interface. The cost that you set on an interface via this command is
retransmitted in the router LSA (Type 1).

To reset the path cost to the default value, use the no form of this command.

To change the default, you can set the metric manually using this command. Using the
bandwidth command changes the link cost as long as ip ospf cost is not used.

In general, the path cost is calculated using the following formula:

10® / Bandwidth

Using this formula, the default path costs were calculated as noted in the following
list. If the following values do not suit your network, you can use your own method
of calculating path costs:

— 56-kbps serial link default cost is 1785.
— 64-kbps serial link default cost is 1562.
— T1 (1.544-Mbps serial link) default cost is 65.
— E1 (2.048-Mbps serial link) default cost is 48.
— 4-Mbps Token Ring default cost is 25.
— 10-Mbps Ethernet default cost is 10.
— 100-Mbps Fast Ethernet default cost is 1.
— 16-Mbps Token Ring default cost is 6.
The following example sets the interface cost value to 65:

interface ethernet 0
ip ospf cost 65
ip ospf mtu-ignore

Naming an Area

This is an important task because everyone will be using the convention and name that you
choose. OSPF uses an area ID (AID) to uniquely identify each area. In OSPF, the AID is a
32-bit number, which can be expressed either in dotted decimal format, like an IP address,
or as a decimal number. Cisco routers understand either, and the formats can be used inter-
changeably, for example:

AID 0.0.0.1 and AID 1 are the same.
AID 192.168.5.0 and AID 3232236800 are the same.

In the first example, AID 1 is easier to write than AID 0.0.0.1, whereas in the second case,
the dotted decimal format is easier to write than the decimal format. In the second case, the
32-bit number in binary form is as follows:

11000000101010000000010100000000

4~ 40
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Standard Area Design

Standard, or nonstub, OSPF areas carry a default route, static routes, intra-area routes, and
external routes. The use of standard areas is more resource intensive within an OSPF
network. However, standard areas are also the most common, and they carry inter-area
routes. Characteristics of standard areas are as follows:

® Anarea must be a standard area when it contains a router that uses both OSPF and any
other protocol, such as the Routing Information Protocol (RIP). Such a router is
known as an Autonomous System Boundary Router (ASBR).

® Anarea must also be a standard area when a virtual link is configured across the area.
This is because the various types of stub areas are not allowed to have virtual links in
them. See “OSPF Virtual Links: Bane or Benefit?” later in the chapter for more
information on virtual links.

Golden Rules of Standard Area Design
When you design your OSPF network, you must start with area 0, the backbone area of
every OSPF network. The following rules help get you started properly:
® A contiguous backbone area must be present.

® All OSPF areas must have a connection to the backbone (area 0). This includes
standard areas.

The following are more general rules and OSPF capabilities that help ensure that your

OSPF network remains flexible and provides the kind of performance needed to deliver
reliable service to all of its users:

® A standard area has an ABR in it; if possible, consider having two ABRs for
redundancy.
® Summarize whenever and as often as possible.

® Do not redistribute Border Gateway Protocol (BGP) into OSPF.

Backbone Area Design

The OSPF backbone (also known as area 0) is extremely important. If more than one area
is configured in an OSPF network, one of these areas must be area 0. When designing
networks, it is good practice to start with area O and then later expand into other areas. To
summarize, the OSPF backbone is the part of the OSPF network that acts as the primary
path for traffic that is destined to other areas or networks.

%
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Accepted network design theory recommends a three-tiered approach (see Figure 4-24).
This theory states that there should never be more than three tiers with a maximum of six
router hops across the farthest points of the network. This type of design suits OSPF well
because of its area concepts and need for hierarchical routing. This design also reduces
convergence time and facilitates route summarization.

Figure 4-24 Three-Tiered Network Design Model
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Backbone Design Golden Rules
Use the following guidelines when designing an OSPF backbone (area 0):

® Understand that area O is a transit area, not a destination for traffic.

® Ensure that the stability of the backbone area is maintained and monitored.
® Ensure that redundancy is built into the design whenever possible.

® Ensure that OSPF backbones are contiguous.

® Keep this area simple. Fewer routers are better.

® Keep the bandwidth symmetrical so that OSPF can maintain load balancing.
® Ensure that all other areas connect directly to area 0.

® Restrict all end-user (host) resources from area 0.

The backbone must be at the center of all other areas, that is, all areas must be connected
to the backbone. This is because OSPF expects all areas to inject routing information into
the backbone, and in turn, the backbone disseminates that routing information into other
areas. Figure 4-25 illustrates the flow of routing information in an OSPF network.

- +/@
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Figure 4-25 Flow of Information in an OSPF Network, in Which the Backbone Is the Key
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In Figure 4-25, all areas are directly connected to the backbone. Stability and redundancy are
the most important criteria for the backbone. Keeping the size of the backbone reasonable
results in stability. This is desirable because every router in the backbone needs to recompute
its routes after every link-state change. Keeping the backbone small reduces the likelihood
of a change and reduces the amount of CPU cycles required to recompute routes.

Redundancy is important in the backbone to prevent partition when a link fails. Good
backbones are designed so that no single link failure can cause a partition (that is, the
backbone becomes isolated). OSPF backbones must be contiguous. All routers in the backbone
should be directly connected to other backbone routers. Avoid placing hosts (such as
workstations, file servers, or other shared resources) in the backbone area. Keeping hosts
out of the backbone area simplifies internetwork expansion and creates a more stable
environment because a host’s normal operation (morning or evening, power up or down)
causes unnecessary LSA traffic.

Stub Area Design

A stub area is a powerful network design technique. In OSPF, this area carries a default
route and inter-area routes but does not carry external routes. Placing sections of the
network in stub areas reduces network overhead because stub areas are essentially dead end
areas. This reduces the routes being advertised across the network.

- +/@
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For example, consider that you were redistributing 10,000 routes into area 0 of your OSPF
network. Standard areas receive all sent routes; however, stub area do not receive all sent
routes. Instead, a default route 0.0.0.0/0 is advertised into the stub area, saving the routers
inside from the entire added load. Therefore, stub areas allow for a reduction in LSA traffic
and can make OSPF more stable.

Because default routing is used, the LSDB is reduced in size. This, in turn, also reduces the
load being placed on the router’s CPU and memory. Routing updates are also reduced
because specific link flaps are not injected across the network; instead, they are confined to
the area or they do not enter the area, depending on where they occurred.

The three different types of stub areas are as follows:

® Normal stub areas
® Totally stubby areas (TSAs)
® Not-so-stubby arcas (NSSAs)

Each stub area and the corresponding characteristics are discussed in the sections that follow.

Stub Area Design Golden Rules

Many stub area design rules are in place because a stub area is designed and configured not
to carry external routers. If a situation occurred within a stub area that caused external links
to be injected into the area, the stub area’s usefulness is ruined. The following are the stub
area design golden rules:

® A ssingle ABR is needed for a stub area, but if there is more than one ABR, accept
nonoptimal routing paths.

® No ASBRs can be within a stub area.

® No virtual links are allowed to transit the area.

® All routers within any type of stub area must be configured to recognize their location
(that is, what area they are in and any specific OSPF settings for that area). If the
routers do not all agree on their location, they do not become neighbors and routing
does not take effect.

® The backbone area cannot be configured as a stub area.

Stub Area Configuration

The configuration command area area-id stub turns on stub area routing by converting a
standard area into a stub area and must be applied to all routers in the area being designated
as a stub.

Normal stub areas block only external routes; however, they do allow summary routes. For
example, LSA Types 1 through 4 are allowed and 5 through 7 are blocked. This is the
difference between normal stub areas and the other types of stub areas.

4~ 40
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The command that configures an area as stub is as follows:
area area-id stub

The command that configures a default cost into an area is as follows:
area area-id default-cost cost

If the cost is not set using the area area-id default-cost cost command, a cost of 1 is adver-
tised by the ABR. Figure 4-26 shows an example of stub areas. Examples 4-3 through 4-6
present the router configuration files based on the setup in Figure 4-26.

Figure 4-26 Configuring an OSPF Area as a Stub Area
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Assume that area 2 is to be configured as a stub area. Example 4-1 shows the routing table
of RTE before configuring area 2 as a stub area, and Example 4-3 shows the routing table
after configuring area 2 as a stub area.

Example 4-1  Before Becoming a Stub Area

RTC#

interface Ethernet 0

ip address 203.250.14.1 255.255.255.0

interface Seriali

ip address 203.250.15.1 255.255.255.252

router ospf 10

network 203.250.15.0 0.0.0.255 area 2

network 203.250.14.0 0.0.0.255 area 0

RTE#show ip route

Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP

i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate
default

Gateway of last resort is not set

203.250.15.0 255.255.255.252 is subnetted, 1 subnets

C 203.250.15.0 is directly connected, Serial®

0 IA 203.250.14.0 [110/74] via 203.250.15.1, 00:06:31, Serial0@
128.213.0.0 is variably subnetted, 2 subnets, 2 masks

0 E2 128.213.64.0 255.255.192.0

continues

- +/@
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Example 4-1

Example 4-2

NOTE

Before Becoming a Stub Area (Continued)

[110/10] via 203.250.15.1, 00:00:29, Serial@

0 IA 128.213.63.0 255.255.255.252

[110/84] via 203.250.15.1, 00:03:57, Serial®
131.108.0.0 255.255.255.240 is subnetted, 1 subnets
0 131.108.79.208 [110/74] via 203.250.15.1, 00:00:10, Serial0

RTE has learned the inter-area routes (O IA) 203.250.14.0 and 128.213.63.0, and it has
learned the intra-area route (O) 131.108.79.208 and the external route (O E2) 128.213.64.0.
If you configure area 2 as stub, you need to configure RTC and RTE as shown in Example 4-2.

After Becoming a Stub Area

RTC#

interface Ethernet 0

ip address 203.250.14.1 255.255.255.0
interface Seriali

ip address 203.250.15.1 255.255.255.252
router ospf 10

network 203.250.15.0 0.0.0.255 area 2
network 203.250.14.0 0.0.0.255 area 0
area 2 stub

RTE#

interface Ethernet0

ip address 203.250.14.2 255.255.255.0
interface Ethernet1i

ip address 131.108.79.209 255.255.255.240
interface Seriali

ip address 203.250.15.1 255.255.255.252
router ospf 10

network 203.250.15.0 0.0.0.255 area 2
network 203.250.14.0 0.0.0.255 area 0
network 131.108.0.0 0.0.255.255 area 2
area 2 stub

The stub command is configured on RTE also; otherwise, RTE never becomes a neighbor
to RTC. The default cost was not set, so RTC advertises 0.0.0.0 to RTE with a metric of 1.

+/@
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Example 4-3

Example 4-4

Routing Table After Configuring Area 2 as Stub

RTE#show ip route

Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP

i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
Gateway of last resort is 203.250.15.1 to network 0.0.0.0

203.250.15.0 255.255.255.252 is subnetted, 1 subnets

C 203.250.15.0 is directly connected, Serial0

0 IA 203.250.14.0 [110/74] via 203.250.15.1, 00:26:58, Serial0
128.213.0.0 255.255.255.252 is subnetted, 1 subnets

0 IA 128.213.63.0 [110/84] via 203.250.15.1, 00:26:59, Serial0
131.108.0.0 255.255.255.240 is subnetted, 1 subnets

0 131.108.79.208 [110/74] via 203.250.15.1, 00:26:59, Serial0

0*IA 0.0.0.0 0.0.0.0 [110/65] via 203.250.15.1, 00:26:59, Serial®

All the routes show up except the external routes that were replaced by a default route of

0.0.0.0. The cost of the route happened to be 65 (64 for a T1 line + 1 advertised by RTC).
In Example 4-4, you now configure area 2 to be totally stubby and change the default cost
0f 0.0.0.0 to 10.

Configuring Area 2 to Be Totally Stubby

RTC#

interface Ethernet 0

ip address 203.250.14.1 255.255.255.0
interface Seriali

ip address 203.250.15.1 255.255.255.252
router ospf 10

network 203.250.15.0 0.0.0.255 area 2
network 203.250.14.0 0.0.0.255 area 0
area 2 stub no-summary

RTE#show ip route

Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area

E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP

i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
Gateway of last resort is not set

203.250.15.0 255.255.255.252 is subnetted, 1 subnets

C 203.250.15.0 is directly connected, Serial0

131.108.0.0 255.255.255.240 is subnetted, 1 subnets

0 131.108.79.208 [110/74] via 203.250.15.1, 00:31:27, Serial®

0*IA 0.0.0.0 0.0.0.0 [110/74] via 203.250.15.1, 00:00:00, Serial®@

The only routes that appear are the intra-area routes (O) and the default route 0.0.0.0. The
external and inter-area routes have been blocked. The cost of the default route is now 74
(64 for a T1 line + 10 advertised by RTC). No configuration is needed on RTE in this case.
The area is already stub, and the no-summary command does not affect the Hello packet
as the stub command does.
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Totally Stubby Areas

The totally stubby area (TSA) feature is Cisco proprietary and not supported in the official
OSPF standard. But as long as the ABR connected to the TSA is a Cisco router, the rest of
the routers in the TSA are not affected.

The key to this type of area is to add the no-summary keyword, as is done in the command
sequence that follows. When this occurs, the ABR(s) advertise only a default route into the
rest of the stub area. This results in an even further reduction in the size of the OSPF
database and routing table.

A TSA blocks external routes and summary routes from entering the area. This leaves the
default route and intra-area routes (routes in the TSA) as the only types being advertised
throughout the area. This is most complete summarization technique possible in OSPF and
results in extremely small routing tables that are made up of only networks found within
the area.

You can also add the default-cost command, which sets the cost of the default route that is
advertised into the TSA. An example of the configuration commands needed is as follows:
router ospf 1

area 1 stub no-summary
area 1 default-cost 10000

Not-So-Stubby Areas

As mentioned in Chapter 2, NSSAs have their own RFC and are an interesting concept to
the normal operation of OSPF. The advent of this new type of hybrid stub area also intro-
duced a new LSA, Type 7, which is responsible for carrying external route information.
NSSAs are similar to regular OSPF stub areas; except that an NSSA does not flood Type 5
external LSAs from the core into the NSSA, but as a hybrid stub area, an NSSA has the
capability to import AS external routes in a limited fashion within the area, which is what
makes it an NSSA.

LSA behavior for an NSSA is altered from what you have seen in other OSPF areas. In
general, an NSSA acts similarly to a stub area and is based on the stub area’s design with a
special caveat to handle the connection to an external network in the form of a Type 7 LSA,
which can exist only in an NSSA.

TIP NSSAs are supported in Cisco IOS Software Release 11.2 and later.

Prior to NSSA, the connection between the corporate site border router and the remote
router might not be run as an OSPF stub area because routes for the remote site cannot be
redistributed into the stub area. A simple protocol like RIP is usually run to handle the redis-
tribution. This has meant maintaining two routing protocols. With NSSA, you can extend

.
4~ 40
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OSPF to cover the remote connection by defining the area between the corporate router and
the remote router as an NSSA. Figure 4-27 illustrates the overall operation of an OSPF NSSA.

Figure 4-27 OSPF NSSA Overview

This NSSA ASBR redistributes
RIP routes into Type 7 LSAs.

~

"" ? Backbone Area 0

This NSSA ABR translates
Type 7 LSA in a Type 5 LSA
before forwarding into Area 0.

The operation of an NSSA is rather straightforward. For example, consider an ASBR
connected to a network running RIP. This router is also configured as part of an NSSA. The
router redistributes the routes learned from RIP into an OSPF Type 7 LSA for transmission
into the NSSA. The NSSA ABR sees these advertisements and wants to forward them onto
area O for distribution throughout the network. The ABR then redistributes the Type 7 LSAs
into Type 5 LSAs.

If you are an ISP or a network administrator who needs to connect a central site using OSPF
to a remote site that is using a different protocol, such as RIP or EIGRP, you can use NSSA
to simplify the administration of this kind of topology. Before NSSA, the connection
between the corporate site ABR and the remote router used RIP or EIGRP. This meant
maintaining two routing protocols. Now, with NSSAs, you can extend OSPF to cover the
remote connection by defining the area between the corporate router and the remote router
as an NSSA, as shown in Figure 4-28. You cannot expand the normal OSPF area to the remote
site because the Type 5 external overwhelms both the slow link and the remote router.

Figure 4-28 Reasons to Use the OSPF NSSA Option
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NOTE

The key advantage of using NSSAs in this situation is that the routers do not have to be
purchased with the memory and CPU needed to handle the entire OSPF LSDB, yet the
router can accept external routes as part of an NSSA.

This allows a uniform network architecture and hardware specifications for your core router
nodes, even if they have to redistribute RIP at a few sites. You can have stub areas every-
where and not have to size your routers larger for the entire LSDB, except for a couple of
sites. This also means that overall network convergence time is lower, as you do not have
weaker leaf-node routers struggling through the entire database.

NSSA allows importing of Type 7 AS external routes within NSSA areas by redistribution.
NSSA ABR translates these Type 7 LSAs into Type 5 LSAs, which are flooded throughout the
entire routing domain. Summarization and filtering are supported during the translation.

The two main benefits of the Type 7 LSA are that it can be filtered and flexibly summarized.
Generally speaking, use an NSSA when the area lies between an ASBR and ABR, and where
the ASBR connects to a different routing protocol and the ABR connects to OSPF’s area 0.

In Appendix A, under RFC 1587, you find a detailed description of the reasons to use an
NSSA. You should also read the RFC for detailed information.

NSSA Implementation Considerations

Consider the following items before implementing NSSA:

®  You can set a Type 7 default route that can be used to reach external destinations.
When configured, the router generates a Type 7 default into the NSSA by the NSSA ABR.

Every router within the same area must agree that the area is NSSA; otherwise, the
routers cannot communicate with each other.

If possible, avoid using explicit redistribution on NSSA ABRs because confusion can result
over which packets are being translated by which router.

In router configuration mode, specify the following area parameters as needed to configure
and define the OSPF NSSA:

area area-id nssa [no-redistribution] [default-information-originate]

In router configuration mode on the ABR, specify the following command to control
summarization and filtering of a Type 7 LSA into a Type 5 LSA during the translation
process:

summary address prefix mask [not advertise] [tag tag]

%
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OSPF Virtual Links: Bane or Benefit?

OSPF includes the concept of virtual links. Virtual links mend the OSPF backbone area
(area 0). The backbone should never be intentionally partitioned, but if partitioning occurs,
consider using a virtual link to temporarily repair the backbone area. Virtual links are
logical connections that are vaguely analogous to a tunnel. Virtual links are not a true tunnel
in the sense that one protocol is encapsulated by another. You can use a virtual link in the
following cases:

® Area 0 becomes partitioned
® A nonbackbone area does not have a physical connection to area 0

Accepted network design theory considers the use of virtual links a result of a poorly
designed backbone or network.

Mending a Partitioned Area 0

OSPF does not actively attempt to repair area O partitions. When an area becomes parti-
tioned, the new sections simply become separate areas. As long as the backbone can reach
both of these areas, it continues to route information to them.

A virtual link functions as if it were a point-to-point link. Physically, however, the link is
composed of the two backbone routers, each of which is connected to area 0.

The two backbone routers establish a virtual adjacency so that LSAs and other OSPF
packets are exchanged as if no other internal OSPF router were involved.

Even though partitioning your OSPF backbone is considered bad practice, at times it might
be beneficial, so OSPF allows it. An example is a company that is trying to merge two
separate OSPF networks into one network with a common area 0. In other instances, virtual
links are added for logical redundancy in case a router failure causes the backbone to be
split into two. For whatever reason, a virtual link can be configured between separate ABRs
that touch area O from each side and have a common area (see Figure 4-29).

In Figure 4-29, two area Os are linked via a virtual link. If a common area does not exist, an
additional area, such as area 3, could be created to become the transit area. If any area that
is different than the backbone becomes partitioned, the backbone takes care of the parti-
tioning without using virtual links. One part of the partitioned area is known to the other
part via inter-area routes rather than intra-area routes.

A virtual link can connect an ABR to the backbone (area 0), even though the virtual link is
not directly connected (see Figure 4-30 in the next section). You can accomplish this
through the use of a virtual link.

4~ 40
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Figure 4-29 Repairing Area 0 with a Virtual Link
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Virtual Link

These routers used to be
backbone router (prepartition).

Ensuring a Connection to Area 0

In the rare situation that a new area, which cannot have a direct physical access to the
backbone, is introduced, you need to configure a virtual link. A virtual link creates a path
between two ABRs that are not directly connected. Refer to Figure 4-30 for an example of
this concept. Here, area 4 does not have a physical connection to area 0, so it uses a virtual
link (through area 1) to connect to area 0 using Routers A and B, respectively.

Figure 4-30 Connecting to Area 0 with a Virtual Link
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Golden Rules of Virtual Link Design

Some of the characteristics and suggested uses for virtual links are as follows:

® Virtual link stability is determined by the stability of the area that the virtual links transit.
® Virtual links can only be configured on ABRs.

® Virtual links cannot run across stub areas.

Virtual links assist in solving short-term network connectivity problems.

® Virtual links can assist in providing logical redundancy.

® OSPF treats two routers joined by a virtual link as if they were connected by an
unnumbered point-to-point network.

® Virtual links cannot be configured on unnumbered links.

To maintain forwarding, an IP address range should not be spread across the split area. This
assumes that some destinations now require inter-area routing as a result. If this does occur,
some destinations become unreachable and routing loops might occur. In an outage
condition, this information is not helpful, but when designing areas, assign IP address
ranges accordingly so that growth can be handled more easily in the future should a new
area be needed.

Virtual Link Configuration Example

Previous sections discussed the characteristics of OSPF virtual links and provided an
example. You now learn how to configure a virtual link in a real network. You are also going
to see some packet captures of the virtual link in operation as well as understand the
operation of a virtual link. This can help you understand how the packets flow throughout
the network. The network you are to configure is shown in Figure 4-31. Note that a new area
exists that cannot be physically connected to area 0, so as a temporary solution, a virtual link is
configured while waiting for the delivery of the physical circuit that is on order.
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Figure 4-31 Virtual Link Example
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Notice the OSPF RIDs of the Morpheus and Neo routers and the loopback interfaces
(networks 100.0.x.x) that are found in area 100. In Example 4-5, you see that these
networks are missing from Cypher.

Example 4-5  Missing Routes

Cypher#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
U - per-user static route, o - ODR

Gateway of last resort is not set
51.0.0.0/32 is subnetted, 23 subnets

0 IA 51.0.18.1 [110/129] via 172.16.16.2, 00:37:14, Serial0.1
0 IA 51.0.19.1 [110/129] via 172.16.16.2, 00:37:15, Serial0.1




%% é 0323FMf.book Page 219 Wednesday, March 12,2003 9:41 AM

OSPF Virtual Links: Bane or Benefit? 219

Example 4-5  Missing Routes (Continued)

IA
IA
IA
IA
IA
IA
IA
IA
IA
IA
IA
IA
IA
IA
IA
IA
IA
IA
IA
IA
IA

(ol elelelNelNeolNelNelNelNeolNe e Ne e lNe Ne e Neo e e Neo

0 IA

51
51.
51.
51.
51.
51.
51.
51.
51.
51.
51.
51
51.
51.
51.
51.
51.
51.
51.
51.
51.
201.0.

201.0.0.0 [110/75] via 172.16.16.2, 00:00:38, Serial0.1
172.16.0.0/30 is subnetted, 1 subnets

172.16.16.0 is directly connected, Serial0.1
10.0.0.0/25 is subnetted, 1 subnets

10.0.0.0 is directly connected, Ethernet0
11.0.0.0/24 is subnetted, 1 subnets

11.1.1.0 is directly connected, Ethernett

0
0
0
0
0
0
0
0
0
0
.0.
0
0
0
0
0
0
0
0
0
0.

.0.

16.1 [110/129] via 172.16.16.2, 00:37:15, Serial0@.1
.17.1 [110/129] via 172.16.16.2, 00:37:15, Serial0.1
.22.1 [110/129] via 172.16.16.2, 00:37:15, Serial0.1
.23.1 [110/129] via 172.16.16.2, 00:37:15, Serial0.1
.20.1 [110/129] via 172.16.16.2, 00:37:15, Serial0.1
.21.1 [110/129] via 172.16.16.2, 00:37:15, Serial0.1
.26.1 [110/129] via 172.16.16.2, 00:37:15, Serial0.1
.27.1 [110/129] via 172.16.16.2, 00:37:15, Serial0.1
.24.1 [110/129] via 172.16.16.2, 00:37:15, Serial0.1
.25.1 [110/129] via 172.16.16.2, 00:37:15, Serial0.1
.28.1 [110/129] via 172.16.16.2, 00:37:15, Serial0.1
29.1 [110/129] via 172.16.16.2, 00:37:16, Serial0.1

.0.3 [110/128] via 172.16.16.2, 00:37:16, Serial0.1
.0.1 [110/64] via 172.16.16.2, 00:37:16, Serial0.1
.0.4 [110/128] via 172.16.16.2, 00:37:16, Serial0.1

.10.1 [110/129] via 172.16.16.2, 00:37:16, Serial0.1
.11.1 [110/129] via 172.16.16.2, 00:37:16, Serial0.1
.14.1 [110/129] via 172.16.16.2, 00:37:16, Serial0.1
.15.1 [110/129] via 172.16.16.2, 00:37:16, Serial0.1
.12.1 [110/129] via 172.16.16.2, 00:37:17, Serial0.1
.13.1 [110/129] via 172.16.16.2, 00:37:17, Serial0.1

0/25 is subnetted, 1 subnets

As you can see, the networks are not present in the routing tables, so the first step in config-
uring a virtual link is to complete the following command on each end. In this case, the
ABRs are Neo and Morpheus:

area area-id virtual-link router-id

Here, area-id is the OSPF area that the virtual link transits through to connect to area 0 and the
other area. This other area could be either another area 0 if the backbone is partitioned or a
nonbackbone area. (This is what you are doing.) Example 4-6 shows this configuration on Neo.

Example 4-6  Configuring a Virtual Link

Neo(config)#router ospf 100
Neo(config-router)#area 201 virtual-link 100.0.29.1

Morpheus (config-router)#area 201 virtual-link 201.0.0.2

+/@
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Here, router-id is the OSPF RID and can be found for each router by using the show ip ospf
command, as demonstrated in Example 4-7.

Example 4-7  Determining the OSPF RID for Each Router

Morpheus#show ip ospf
Routing Process "ospf 100" with ID 100.0.29.1
Supports only single TOS(T0S@) routes
Supports opaque LSA
It is an area border router
SPF schedule delay 5 secs, Hold time between two SPFs 10 secs
Minimum LSA interval 5 secs. Minimum LSA arrival 1 secs
Number of external LSA @. Checksum Sum 0x0
Number of opaque AS LSA 0. Checksum Sum 0x0
Number of DCbitless external and opaque AS LSA 0
Number of DoNotAge external and opaque AS LSA 0
Number of areas in this router is 3. 3 normal @ stub @ nssa
External flood list length 0
Area BACKBONE (0)
Number of interfaces in this area is 1
Area has no authentication
SPF algorithm executed 3 times
Area ranges are
Number of LSA 43. Checksum Sum 0x1441C8
Number of opaque link LSA @. Checksum Sum 0x0
Number of DCbitless LSA 0
Number of indication LSA 0
Number of DoNotAge LSA 30
Flood list length 0
Area 100
Number of interfaces in this area is 10
Area has no authentication
SPF algorithm executed 3 times
Area ranges are
Number of LSA 29. Checksum Sum OxFQ19F
Number of opaque link LSA @. Checksum Sum 0x0
Number of DCbitless LSA 0
Number of indication LSA 0
Number of DoNotAge LSA 0
Flood list length 0
Area 201
Number of interfaces in this area is 1
Area has no authentication
SPF algorithm executed 4 times
Area ranges are
Number of LSA 76. Checksum Sum 0x287C6F
Number of opaque link LSA @. Checksum Sum 0x0
Number of DCbitless LSA 0@
Number of indication LSA 0
Number of DoNotAge LSA 0
Flood list length 0

Morpheus#

+/@
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After the virtual links are configured on both routers, the OSPF Hellos begin to flow as they
develop the proper relationship. Several items must be checked when these first Hellos
arrive. The receiving router must do the following:

® Match the area ID of the receiving interface— This means that the receiving
interface must be in the OSPF area that was configured as transit in the virtual link
command.

® Be an ABR—The RID in the packet must match that which was configured in the
virtual link command.

If all these checks succeed, the packet is accepted and from now on is associated with the
virtual link. In Figure 4-32, you see the Hello packet that is sent from Routers Morpheus
to Neo (via Trinity). Notice that this packet is a normal OSPF IP packet with the correct
Time-To-Live (TTL), source address (SA), and destination address (DA). Furthermore, the
RID is Morpheus, and via this virtual link, you can see that Morpheus now believes it has
a link to area O (see the packet’s area ID).
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Figure 4-32
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After communication is established, the next packets you would expect to see would be the
database descriptor packets. Figure 4-33 includes the full capture of the largest database
descriptor packet. There are other smaller packets, but this one best describes the data that
is flowing from Router Morpheus across the virtual link.
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Figure 4-33 Database Descriptor Packet

————— DLC Header ————
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.1. = external routing capsbility
: .0 = no Type of Service routing capsbility
: Flags = 02
0 = Hot init
1. = Hore
.v.. ...0 = Blave
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continues
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Figure 4-33 Database Descriptor Packet (Continued)
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@ COSPF: Link state type = 3 (Summary link (IF network))
~J OSPF: Link state ID = [100.0.21.1]

@ OSPF: Advertising Router = [100.0.29.1]

@ CSFF: Seguence nunber = 2147483649, Checksum = ZF10
-Jj OSPF: Length = 28

-1 OSFF

~JBj OSPF: Link State Advertisement Headsr # 4,

@ CSFF: Link state age = 0 (=econds)

@OSPF: Optional capabilities = 22

@ COSFF: 0 = Opagque-15i= not forwarded

1§ OSFF: ..1. .... = Demand Circuit bit

-1 OSFF: i = External Attributes hit

1§ OSFF no HSSA capability

@ OSFF no nulticast capability

@ OSFF external routing capability
@ OSFF no Type of Service routing capability
@ OSPF: Link state type = 3 {(Summary link (IP network))
- OSPF: Link state ID = [100.0.22.1]

@ OSPF: Adwertising Router = [100.0.29.1]

@ OSFF: Sequence nunber = 2147483643, Checksum = 2414
-~ OSPF: Length = 28

-1 OSFF:

~d§ OSPF: Link State Advertisement Header # 5,

@ OSFF: Link =state age = 0 (=econds)

@ COSPF: Optional capabilities = 22

@ COSFF: .0.. .... = Opaguse-1l5i= not forvarded

-~y OSFF: ..1. .... = Demand Circuit bit

@ OSFF: ...0 ... = External Attributes bit

@ CSFF 0 = no NSS4 capability

@ OSFF = no nulticast capability

@ CSFF = external routing capability
@ OSFF feieiesd no Type of Service routing capability
@ CSPFF: Link state type = 3 (Summary link (IP network))
~f OSPF: Link state ID = [100.0.23.1]

@ COSPF: Adverti=ing Router = [100.0.29.1]

0§ OSPF: Segquence nunber = 2147483649, Checksum = 1924
- OSPF: length = 28

1§ OSFF:

@ OSFF: Link State Advertisement Header # 6.

@ OSPF: Link state age = 0 {seconds)

@ OSPF: Optional capabilitie=s = 22

@ OSFF: .0.. .... = Opagus-LSis not forwvarded

-1 OSFF: 1 = Demand Circuit hit

-~y OSFF: o..0 = External Attributes bit

@ COSFF 1] = no NSS4 capability
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Figure 4-33 Database Descriptor Packet (Continued)

@ OSFF . ... 0., = no multicast capability

@ OSFF . ... ..1. = external routing capability
@ OSFF . ... ...0 = no Type of Service routing capability
@ OSFF: Link state type = 3 (Summary link (IP network))
-4y OSFF: Link state ID = [100.0.24.1]

@ OSFF: Advertising Router = [100.0.29.1]

@ 0OSPF: Sequence number = 2147483649, Checksum = 0EZE
—{§ OSPF: Length = 28

-~ OSFF:

@ OSPF: Link State Advertisement Header # 7.

@ OSPF: Link state age = 0 (=seconds)

@ OSPF: Optional capabilities = 22

@ OSFF . .0.. .... = Opague-LSi=s not forwarded
-~ OSFF: ..1. .... = Demand Circuit bit

I OSFF: ...0 .... = External Attributes bit

@ OSFF . ... 0... = no HS5A capability

@ OSFF . ... .0.. = no multicast capability

@ OSFF . ... ..1. = external routing capability
@ OSFF . ... ...0 = no Type of Service routing capability
@ OSFF: Link state type = 3 (Summary link (IP network))
-4y OSFF: Link state ID = [100.0.25.1]

@ OSFF: Advertising Router = [100.0.29.1]

@ OSPF: Sequence number = 21474836493, Checksum = 0338
—{§ OSPF: Length = 28

-~ OSFF:

@ OSPF: Link State Advertisement Header # B,

@ OSFPF: Link state age = 0 (=seconds)

@ OSFF: Optional capabilities = 22

@ OSFF . .0.. .... = Opague-LSi=s not forwarded
I OSFF: ..1. .... = Demand Circuit bit
-~ OSFF: ...0 .... = External Attributes bit
@ OSFF . ... 0... = no HS55A capability
@ OSFF : ... .0.. = no multicast capability
@ OSFF . ... ..1. = external routing capability
@ OSFF . ... ...0 = no Type of Service routing capability
@ OSFF: Link state type = 3 (Summary link (IP network))
-4y OSFF: Link state ID = [100.0.26.1]
@ OSFF: Advertising Router = [100.0.29.1]
@ OSPF: Sequence number = 2147483649, Checksum = F742
—{§ OSPF: Length = 2H
-~ OSFF:
@ OSPF: Link State Advertisement Header # 9.
@ OSPF: Link state age = 0 (=seconds)
@ OSFF: Optional capabilities = 22
@ OSFF . .0.. .... = Opague-LSi=s not forwarded
-~ OSFF: ..1. .... = Demand Circuit bit
-~ OSFF: ...0 .... = External Attributes bit
@ OSFF . ... 0O... = no HS55A capability
@ OSFF . ... 0., = no multicast capability
@ OSFF . ... ..1. = external routing capability
@ OSFF . ... ...0 = no Type of Service routing capability
@ OSFF: Link state type = 3 (Summary link (IP network))
-4y OSFF: Link state ID = [100.0.27.1]
@ OSPF: Advertising Router = [100.0.29.1]
@ OSPF: Sequence number = 2147483649, Checksum = ECAC
—{§ OSPF: Length = 28
I OSFF:
-~ OSPF: Link State Advertisement Header # 10,
@ OSFF: Link state age = 0 (=seconds)
@ OSFF: Optional capabilities = 22
@ OSFF . .0.. .... = Opague-LSi=s not forwarded

The next series of packets are the link-state requests transmitted from Morpheus to Neo,
requesting that information be provided on Morpheus’ links. This one packet of several
shows many of the networks that Neo is aware of being mentioned. Figure 4-34 shows this
link-state request.

+/@
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Figure 4-34 Link-State Request Packet

=89 nic; —— DLC Header ————

-3 DLC:

QDI.C: Frame 5§ arrived at 16:06:06.5715; frame size is 454 (01C6 hex) bytes.
Q DIC: Destination = Station 0004DDE1FCAL

L3 DLC Source = Station OD004DDB1FEOL
Q DLC: Ethertype = peoo (IP)
-LJ DLC:

=¥ IP: ——— IP Header ———

IFP: Version = 4, header length = 20 bytes

IF: Type of service = CO0

IF: 110 = internetwork control

IP: ...0 ... = normal delay

normal throughput

normal reliability

fais 0. ECT bit - transport protocol will ignore the CE bit
IF: ... ...0 = CE bit — no congestion

IF: Total length = 440 bytes

IF: Identification = 70

Flags = 0X

IF: .0 may fragment

IF: ..0. ... = la=t fragnent

IF: Fragment offset = 0 bytes

IF: Time to live = 254 seconds<hops

IF: Protocol = B9 (OSFFIGF)

IF: Header checksum = 28E2 (correct)

IP: Source addres=s = [201.0.1.2]

IF: Destination address = [201.0.0.2]

IF: Ho options
IF

U 0 00 8 90 0
i

m
8

Q OSFF: Version = 2. Type = 3 (Link State Regquest). Iength = 420

~J OSPF: Routesr ID = [100.0.29.1]

{0 OSPF: Area ID = [0.0.0.0]

Q OSFF: Header checksum = DFGEE (correct)

Q OSFF: Authentication: Type = 0 (No Authentication). Walue = 00 00 00 00 0O OO OO 0O

{§ OSEF

m£3 OSPF: Link State Advertisement # 1

m£3 OSFF: Link State type = 1 (Router link=)
~J OSPF: Link State ID = [201.0.1.1]

&3 OSFF: Advertising Router = [201.0.1.1]

- 0sFF:

~{§ OSFF: Link State Advertisenent # 2

mﬂs OSPF: Link State type = 1 (Router links)
-~ OSPF: Link State ID = [201.0.0.2]

m£3 OSFF: Adverti=ing Router = [201.0.0.2]

1§ 0SEF

{§ OSFF: Link State Advertisement # 3

m£3 OSFF: Link State type = 1 (Router links)
-{§ OSFF: Link State ID = [172.16.16.1]
mﬂs OSPF: Adwertising Router = [172.16.16.1]
-/ 0SPF:

m£3 OSPF: Link State Advertisenent & 4

m£3 OSFF: Link State type = 1 (Router links)
{0 0SPF: Link State ID = [51.0.0.1]

m£3 OSFF: Advertising Router = [51.0.0.1]

-y OSFF

- OSPF: Link State Advertisenent # §

m£3 OSFF: Link State type = 2 (Hetwork links)
0§ OSPF: Link State ID = [10.0.0.3]

m£3 OSFF: Advertising Router = [201.0.0.2]

1§ 05FF

m£3 OSPF: Link State Advertisenent # 6

m£3 OSFF: Link State type = 3 (Summary link (IF network))
~J OSPF: Link State ID = [201.0.1.01

m£3 OSFF: Advertising Routsr = [201.0.1.1]

- 0sFF

-d§ OSFF: Link State Advertisenent # 7

&3 OSFF: Link State tvpe = 3 (Summary link (IP network))
—J0 OSPF: Link State ID = [201.0.1.0]

m£3 OSFF: Adverti=ing Router = [201.0.0.2]

1§ OSEF
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Figure 4-34 Link-State Request Packet (Continued)

@ OSEF: Link State Advertisement £ 8

@ OSFF: Link State type = 3 (Summarvy link (IF network))
-4y OSFF: Link State ID = [201.0.0.0]

@ OSFF: Advertising Router = [201.0.1.1]

0§ OSFF:

@ OSEF: Link State Advertisement £ 9

@ OSFF: Link State type = 3 (Summarvy link (IF network))
-4y OSFF: Link State ID = [201.0.0.0]

@ OSFF: Adverti=sing Router = [201.0.0.2]

0§ OSFF:

@ OSEF: Link State Advertisement & 10

@ OSFF: Link State type = 3 (Summarvy link (IF network))
-~y OSFF: Link State ID = [51.0.29.1]

@ OSFF: Adverti=sing Router = [51.0.0.1]

0§ OSFF:

@ OSEF: Link State Advertisement # 11

@ OSFF: Link State type = 3 (Summarvy link (IF network))
~JJ OSFF: Link State ID = [51.0.28.1]

@ OSFF: Adverti=ing Router = [51.0.0.1]

0§ OSFF:

@ OSEF: Link State Advertisement # 12

@ OSFF: Link State type = 3 (Summary link (IF network))
-~ OSFF: Link State ID = [51.0.27.1]

@ OSFF: Adverti=ing Router = [51.0.0.1]

-1y 0sFF

@ OSFF: Link State Advertisement # 13

@ OSFF: Link State type = 3 (Summary link (IF network))
- OSPF: Link State ID = [51.0.26.1]

@ OSFF: Adwverti=ing Fouter = [51.0.0.1]

-1y 0SFF

@ OSFF: Link State Advertisement # 14

@ OSFF: Link State type = 3 (Summary link (IF network))
- OSPF: Link State ID = [51.0.25.1]

@ OSFF: Adverti=ing Fouter = [51.0.0.1]

-1y 0SFF

@ OSFF: Link State Advertisement # 15

@ OSFF: Link State type = 3 (Summary link (IF network))
- OSPF: Link State ID = [51.0.24.1]

@ OSFF: Adwverti=ing Fouter = [51.0.0.1]

-1y 0sFF

@ OSFF: Link State Advertisement # 16

@ OSFF: Link State type = 3 (Summary link (IF network))
- OSPF: Link State ID = [51.0.23.1]

@ OSFF: Adverti=ing Fouter = [51.0.0.1]

-1y 0sFF

@ OSFF: Link State Advertisement # 17

@ OSFF: Link State type = 3 (Summary link (IF network))
- OSPF: Link State ID = [51.0.22.1]

@ OSFF: Adwverti=ing Router = [51.0.0.1]

-1y 0SFF

@ OSFF: Link State Advertisement # 18

@ OSFF: Link State type = 3 (Summary link (IF network))
- OSPF: Link State ID = [51.0.21.1]

@ OSFF: Adverti=ing Router = [51.0.0.1]

-1y 0sFF

@ OSFF: Link State Advertisement # 19

@ OSFF: Link State type = 3 (Summary link (IF network))
- OSPF: Link State ID = [51.0.20.1]

@ OSFF: Adwverti=ing Fouter = [51.0.0.1]

-1y 0SFF

@ OSFF: Link State Advertisement # 20

@ OSFF: Link State type = 3 (Summary link (IF network))
- OSPF: Link State ID = [51.0.19.1]

@ OSFF: Adwverti=ing Fouter = [51.0.0.1]

-1y 0sFF

@ OSFF: Link State Advertisement # 21

@ OSFF: Link State type = 3 (Summary link (IF network))
- OSPF: Link State ID = [51.0.18.1]

@ OSFF: Adwverti=ing Fouter = [51.0.0.1]

continues

+/@
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Figure 4-34 Link-State Request Packet (Continued)

0§ OSEF:

- Link State Advertisement # 22
Link State typs = 3 (Summary link (IP network))
Link State ID = [51.0.17.1]

Advertising Router = [51.0.0.1]

Link State typs = 3 (Summary link (IP network))
Link State ID = [51.0.16.1]
Advertising Router = [51.0.0.1]

Link State Advertissment # 24

Link State typs = 3 (Summary link (IP network))
Link State ID = [51.0.15.1]

Advertising Router = [51.0.0.1]

Link State Advertisement # 25

Link State typs = 3 (Summary link (IP network))
Link State ID = [51.0.14.1]

Advertising Router = [51.0.0.1]

Link State Advertisement # 26

Link State typs = 3 (Summary link (IP network))
Link State ID = [51.0.13.1]

Advertising Router = [51.0.0.1]

Link State Advertissment # 27

Link State typs = 3 (Summary link (IP network))
Link State ID = [51.0.12.1]

Advertising Router = [51.0.0.1]

Link State Advertisement # 28

Link State typs = 3 (Summary link (IP network))
Link State ID = [51.0.11.1]

Advertising Router = [G1.0.0.1]

Link State Advertisement # 29

Link State typs = 3 (Summary link (IP network))
Link State ID = [51.0.10.1]

Advertising Router = [51.0.0.1]

Link State Advertisement # 30

Link State typs = 3 (Summary link (IP network))
Link State ID = [51.0.0.4]

Advertising Router = [51.0.0.1]

Link State Advertisement # 31

Link State typs = 3 (Summary link (IP network))
Link State ID = [51.0.0.3]

Advertising Router = [51.0.0.1]

Link State Advertisement # 32

Link State typs = 3 (Summary link (IP network))
Link State ID = [51.0.0.1]

Advertising Router = [51.0.0.1]

Link State Advertisement # 33
Link State typs = 3 (Summary link (IP network))
Link State ID =[11.1.1.0]

This is the behavior that you want to take place when you have a virtual link configured.
The acknowledgment packets are not shown, but they have occurred. As you can see in
Example 4-8, Router Cypher has all the networks that Morpheus knows about.

40
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Example 4-8  Verifying That Router Cypher Acknowledges the Virtual Link

Cypher#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
U - per-user static route, o - ODR

Gateway of last resort is not set

51.0.0.0/32 is subnetted, 23 subnets

0 IA 51.0.18.1 [110/75] via 10.0.0.2, 03:35:11, Ethernet®
0 IA 51.0.19.1 [110/75] via 10.0.0.2, 03:35:11, Ethernet0
0 IA 51.0.16.1 [110/75] via 10.0.0.2, 03:35:11, Ethernet@
0 IA 51.0.17.1 [110/75] via 10.0.0.2, 03:35:11, Ethernet0
0 IA 51.0.22.1 [110/75] via 10.0.0.2, 03:35:11, Ethernet@
0 IA 51.0.23.1 [110/75] via 10.0.0.2, 03:35:11, Ethernet0
0 IA 51.0.20.1 [110/75] via 10.0.0.2, 03:35:11, Ethernet@
0 IA 51.0.21.1 [110/75] via 10.0.0.2, 03:35:11, Ethernet0
0 IA 51.0.26.1 [110/75] via 10.0.0.2, 03:35:11, Ethernet@
0 IA 51.0.27.1 [110/75] via 10.0.0.2, 03:35:11, Ethernet0
0 IA 51.0.24.1 [110/75] via 10.0.0.2, 03:35:11, Ethernet@
0 IA 51.0.25.1 [110/75] via 10.0.0.2, 03:35:11, Ethernet0
0 IA 51.0.28.1 [110/75] via 10.0.0.2, 03:35:11, Ethernet@
0 IA 51.0.29.1 [110/75] via 10.0.0.2, 03:35:13, Ethernet0
0 IA 51.0.0.3 [110/74] via 10.0.0.2, 03:35:13, Ethernet®

0 IA 51.0.0.1 [110/10] via 10.0.0.2, 03:35:13, Ethernet0

0 IA 51.0.0.4 [110/74] via 10.0.0.2, 03:35:13, Ethernet®

0 IA 51.0.10.1 [110/75] via 10.0.0.2, 03:35:13, Ethernet0
0 IA 51.0.11.1 [110/75] via 10.0.0.2, 03:35:13, Ethernet@
0 IA 51.0.14.1 [110/75] via 10.0.0.2, 03:35:13, Ethernet0
0 IA 51.0.15.1 [110/75] via 10.0.0.2, 03:35:13, Ethernet@
0 IA 51.0.12.1 [110/75] via 10.0.0.2, 03:35:13, Ethernet0
0 IA 51.0.13.1 [110/75] via 10.0.0.2, 03:35:13, Ethernet@

100.0.0.0/32 is subnetted, 10 subnets

0 IA 100.0.21.1 [110/76] via 10.0.0.3, 03:35:13, Ethernet0
0 IA 100.0.20.1 [110/76] via 10.0.0.3, 03:35:13, Ethernet0
0 IA 100.0.23.1 [110/76] via 10.0.0.3, 03:35:13, Ethernet0
0 IA 100.0.22.1 [110/76] via 10.0.0.3, 03:35:13, Ethernet0
0 IA 100.0.29.1 [110/76] via 10.0.0.3, 03:35:13, Ethernet0
0 IA 100.0.28.1 [110/76] via 10.0.0.3, 03:35:13, Ethernet0
0 IA 100.0.25.1 [110/76] via 10.0.0.3, 03:35:13, Ethernet0
0 IA 100.0.24.1 [110/76] via 10.0.0.3, 03:35:13, Ethernet0
0 IA 100.0.27.1 [110/76] via 10.0.0.3, 03:35:13, Ethernet0
0 IA 100.0.26.1 [110/76] via 10.0.0.3, 03:35:13, Ethernet0

201.0.1.0/30 is subnetted, 1 subnets

0 IA 201.0.1.0 [110/75] via 10.0.0.3, 03:35:13, Ethernet0
201.0.0.0/25 is subnetted, 1 subnets

0 IA 201.0.0.0 [110/11] via 10.0.0.3, 03:35:15, Ethernet@
172.16.0.0/30 is subnetted, 1 subnets

C 172.16.16.0 is directly connected, Serial0.1
10.0.0.0/25 is subnetted, 1 subnets

C 10.0.0.0 is directly connected, Ethernet0
11.0.0.0/24 is subnetted, 1 subnets

C 11.1.1.0 is directly connected, Ethernett

Cypher#

+/@
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With the routes in Cypher, this indicates that the virtual link is functioning properly.
Example 4-9 checks the status of the virtual link on Router Neo.

Example 4-9  Verifying That Router Neo Acknowledges the Virtual Link

Neo#show ip ospf virtual-links
Virtual Link OSPF_VL1 to router 100.0.29.1 is up
Run as demand circuit
DoNotAge LSA allowed.
Transit area 201, via interface FastEthernet@/1, Cost of using 65
Transmit Delay is 1 sec, State POINT_TO_POINT,
Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
Hello due in 00:00:01
Adjacency State FULL (Hello suppressed)
Index 2/3, retransmission queue length @, number of retransmission 1
First 0x0(0)/0x0(0) Next 0x0(0@)/0x0(0)
Last retransmission scan length is 1, maximum is 1
Last retransmission scan time is @ msec, maximum is @ msec
Neo#

OSPF Design Tools

This section reviews some useful network design tools that are available in OSPF.

Altering Neighbor Cost

In your network, you want to prioritize or alter traffic flow based on the cost of a link.
Suppose that you want to alter (increase or decrease) the default cost that is associated with
a link to a neighbor. You can change this cost by assigning a cost associated with that
neighbor as follows:

®  On point-to-multipoint broadcast networks, there is no need to specify neighbors.
However, you can specify neighbors with the neighbor command; in which case; you
should specify a cost to that neighbor.

®  On point-to-multipoint nonbroadcast networks, you now use the neighbor command
to identify neighbors. Assigning a cost to a neighbor is optional.

Before the option of altering the neighbor cost was available, some OSPF point-to-multi-
point protocol traffic was treated as multicast traffic. Therefore, the neighbor command
was not needed for point-to-multipoint interfaces because multicast took care of the traffic.
Hellos, updates, and acknowledgments were sent using multicast. In particular, multicast
hellos discovered all neighbors dynamically.

However, some customers were using point-to-multipoint on nonbroadcast media (such as
classic IP over ATM), so their routers could not dynamically discover their neighbors. This
feature allows the neighbor command to be used on point-to-multipoint interfaces.

On any point-to-multipoint interface (broadcast or not), Cisco IOS Software assumed
that the cost to each neighbor was equal. The cost was configured with the ip ospf cost
command. In reality, the bandwidth to each neighbor is different, so the cost should be

- +/@
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different. With this feature, you can configure a separate cost to each neighbor. This feature
applies to point-to-multipoint interfaces only.

To configure OSPF routers interconnecting to nonbroadcast networks, use the following
form of the neighbor router configuration command (to remove a configuration, use the no

form of this command):
neighbor ip-address [priority number] [poll-interval seconds] [cost number]

Neighbors with no specific cost configured assume the cost of the interface, based on the ip
ospf cost command. On point-to-multipoint interfaces, this is the only keyword and
argument that make sense. This keyword does not apply to NBMA networks.

Configuring a Neighbor’s Cost on Point-to-Multipoint Broadcast Networks

To treat an interface as point-to-multipoint broadcast and assign a cost to each neighbor,
perform the tasks in Table 4-2, beginning in interface configuration mode.

Table 4-2 Steps to Assigning a Cost to Each Neighbor in Point-to-Multipoint Broadcast Networks

Action Command

Configure an interface as point-to-multipoint for broadcast  |ip ospf network point-to-
media. multipoint

Configure an OSPF routing process and enter router router ospf process-id
configuration mode.

Specify a neighbor and assign a cost to the neighbor. neighbor ip-address cost number

Repeat these steps for each neighbor to specify a cost. Otherwise, neighbors assume the cost of the interface, based
on the ip ospf cost command.

Configuring an Interface as Point-to-Multipoint Nonbroadcast

To treat the interface as point-to-multipoint nonbroadcast when the media does not support
broadcast, perform the tasks in Table 4-3 in interface configuration mode.

Table 4-3 Steps to Assigning a Cost to Each Neighbor in Point-to-Multipoint Nonbroadcast Networks
Action Command

Configure an interface as point-to- ip ospf network point-to-multipoint non-
multipoint for nonbroadcast media. Thisis  |broadcast
the only difference from Table 4-2.

Configure an OSPF routing process and router ospf process-id
enter router configuration mode.

Specify a neighbor and assign a cost to the | neighbor ip-address cost number
neighbor.

Repeat these steps for each neighbor to specify a cost. Otherwise, neighbors assume the cost of the interface, based
on the ip ospf cost command.

- +/@
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You can find additional information about all these commands at the following website:

www.cisco.com/univercd/cc/td/doc/product/software/ios120/12cgcr/cbkixol.htm

Configuring Route Calculation Timers

You can configure the delay time between when OSPF receives a topology change and
when it starts an SPF calculation. You can also configure the hold time between two consecutive
SPF calculations. To do this, use the following command in router configuration mode:

timers spf spf-delay spf-holdtime

Suppressing OSPF Updates

Because simplex interfaces between two devices on an Ethernet represent only one network
segment, for OSPF you must configure the transmitting interface to be a passive interface.
Additionally, you might not want to advertise OSPF to a customer’s router. This prevents
(suppresses) OSPF from sending Hello packets out of the transmitting interface that is
specified in the following command. Both devices can see each other via the Hello packet
that is generated for the receiving interface. To configure OSPF on simplex Ethernet inter-
faces, use the following command in router configuration mode:

passive-interface type number

Summary

This chapter covers the fundamentals of designing the various types of OSPF areas. The
discussion began by looking at the issues surrounding the scalability and topology of OSPF,
with a focus on the factors that you need to consider when designing a network. You then
learned about the general items to consider that are common to designing all areas.

The “golden rules of design” were provided for all the essential portions of an OSPF
network. Included within those discussions were the ability of OSPF to summarize routes
and the benefits of using such a strong feature of the protocol.
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Case Studies

Case Study: Understanding Subinterfaces

TIP

One of the most difficult concepts to understand is the difference between point-to-point
and multipoint interfaces on a router. This section briefly discusses the different scenarios
regarding the use of each.

A router has two different types of serial subinterfaces that provide a flexible solution for
routing various protocols over partially meshed networks. A single, physical interface can
be logically divided into multiple, virtual subinterfaces. The serial subinterface can be
defined as either a point-to-point connection or a multipoint connection.

The concept of subinterfaces was originally created to better handle issues caused by split
horizon over NBMA networks (such as Frame Relay and X.25) and distance-vector—based
routing protocols (such as IPX [Internetwork Packet Exchange], RIP/SAP, and AppleTalk).

Split horizon dictates that a routing update received on an interface cannot be retransmitted
out onto the same interface. This rule holds even if the routing update was received on one
Frame Relay permanent virtual circuit (PVC) and was destined to retransmit out onto
another Frame Relay PVC. Assuming a Frame Relay setup of sites A, B, and C, this would
mean that sites B and C can exchange routing information with site A, but would not be
able to exchange routing information with each other. Split horizon does not allow site A
to send routing updates received from site B on to site C, and vice versa.

For TCP/IP, Cisco routers can disable split horizon limitations on all Frame Relay
interfaces and multipoint subinterfaces and can do this by default. However, split horizon
cannot be disabled for other protocols, such as IPX and AppleTalk. These other protocols
must use subinterfaces if dynamic routing is desired.

Point-to-Point Subinterfaces

By dividing the partially meshed Frame Relay network into a number of virtual, point-to-
point networks using subinterfaces, you can overcome the split horizon problem. Each new
point-to-point subnetwork is assigned its own network number. To the routed protocol,
each subnetwork now appears to be located on separate interfaces. Routing updates
received from site B on one logical point-to-point subinterface can be forwarded to site C
on a separate logical interface without violating split horizon.

%
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Multipoint Subinterfaces

Example 4-10

Cisco serial interfaces are multipoint interfaces by default, unless specified as a point-to-
point subinterface. However, it is possible to divide the interface into separate virtual multi-
point subinterfaces.

Multipoint interfaces or subinterfaces are still subject to the split horizon limitations, as
previously discussed. All nodes attached to a multipoint subinterface belong to the same
network number. Typically, multipoint subinterfaces are used in conjunction with point-to-
point interfaces in cases in which an existing multipoint Frame Relay cloud is migrating to
a subinterfaced point-to-point network design. A multipoint subinterface is used to keep
remote sites on a single network number while slowly migrating remote sites to their own
point-to-point subinterface network. Eventually, all remote sites can be moved to their own
point-to-point subinterface networks, and the multipoint subinterface is not necessary.

OSPF does not form adjacencies if Hello and dead timers do not match. The Hello and dead
timers vary for different network types as follows:

Network Type Hello Value Dead Value
broadcast H 10 D 40
non-broadcast H 30 D 120
point-to-point H 10 D 40
point-to-multipoint H 10 D 40

The output from the debug ip ospf events command should result in a mismatched param-
eters message (as shown in Example 4-10), stemming from an omitted ospf network type
command under an interface when doing the virtual link configuration. When looking at the
error messages, remember that R is Received and C is Configured; notice the correction and
remember from previous chapters why it worked.

Output from the debug ip ospf events Command on Router Apoc

Apoc#debug ip OSPF events

*Mar 1 01:38:54.259: OSPF: Rcv hello from 172.16.16.1 area 2 from Serial0
172.16.16.1

*Mar 1 01:38:54.263: OSPF: Mismatched hello parameters from 172.16.16.1

*Mar 1 01:38:54.263: Dead R 40 C 120, Hello R 10 C 30 Mask R 255.255.255.252 C
255.255.255.252

*Mar 1 01:39:01.991: OSPF: Rcv hello from 51.0.19.1 area 51 from Seriall.1 51.0.0.3
*Mar 1 01:39:01.991: OSPF: End of hello processing

*Mar 1 ©1:39:04.183: OSPF: Rcv hello from 172.16.16.1 area 2 from Serial®@
172.16.16.1

*Mar 1 01:39:04.187: OSPF: Mismatched hello parameters from 172.16.16.1

*Mar 1 ©01:39:04.191: Dead R 40 C 120, Hello R 10 C 30 Mask R 255.255.255.252 C
255.255.255.252

*Mar 1 01:839:05.327: OSPF: Rcv hello from 51.0.29.1 area 51 from Seriall.1 51.0.0.4
*Mar 1 01:39:05.331: OSPF: End of hello processing

*Mar 1 ©01:39:14.199: OSPF: Rcv hello from 172.16.16.1 area 2 from Serial@
172.16.16.1

*Mar 1 ©01:39:14.203: OSPF: Mismatched hello parameters from 172.16.16.1

*Mar 1 01:39:14.207: Dead R 40 C 120, Hello R 10 C 30 Mask R 255.255.255.252 C
255.255.255.252

*Mar 1 ©01:39:24.199: OSPF: Rcv hello from 172.16.16.1 area 2 from Serial0@
172.16.16.1

+/@
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Example 4-10 Output from the debug ip ospf events Command on Router Apoc (Continued)

*Mar 1 01:39:24.203: OSPF: Mismatched hello parameters from 172.16.16.1

*Mar 1 01:39:24.207: Dead R 40 C 120, Hello R 10 C 30 Mask R 255.255.255.252 C
255.255.255.252

Apoc#u all

All possible debugging has been turned off

Apoc#conf t

Enter configuration commands, one per line. End with CNTL/Z.
Apoc (config)#int s@

Apoc (config-if)#ip ospf network ?

broadcast Specify OSPF broadcast multi-access network
non-broadcast Specify OSPF NBMA network
point-to-multipoint Specify OSPF point-to-multipoint network
point-to-point Specify OSPF point-to-point network

Apoc(config-if)#ip ospf network point-to-point

Apoc (config-if)#°Z

Apoc#

*Mar 1 01:43:46.831: %SYS-5-CONFIG_I: Configured from console by console
Apoc#debug ip ospf events

OSPF events debugging is on

*Mar 1 01:44:02.047: OSPF: Rcv hello from 51.0.19.1 area 51 from Serialil.1 51.0.0.3
*Mar 1 01:44:02.051: OSPF: End of hello processing

*Mar 1 01:44:04.687: OSPF: Rcv hello from 172.16.16.1 area 2 from Serial@
172.16.16.1

*Mar 1 01:44:04.691: OSPF: End of hello processing
*Mar 1 01:44:05.287: OSPF: Rcv hello from 51.0.29.1 area 51 from Serial1.1 51.0.0.4
*Mar 1 01:44:05.291: OSPF: End of hello processing

*Mar 1 ©01:44:10.095: OSPF: Rcv hello from 172.16.16.1 area @ from OSPF_VLO
172.16.16.1

*Mar 1 01:44:10.387: OSPF: Interface OSPF_VL® going Up

*Mar 1 01:44:14.691: OSPF: Rcv hello from 172.16.16.1 area 2 from Serial@
172.16.16.1

*Mar 1 01:44:14.695: OSPF: End of hello processing

Case Study: Point-to-Multipoint Link Networks

The objective of this case study is to demonstrate how to design, configure, and trouble-
shoot an OSPF point-to-multipoint link network.

This feature’s importance is linked with the increased use of Frame Relay and ATM due to
reduced cost for the service. As customers used point-to-multipoint on nonbroadcast media
(Frame Relay), they found that their routers could not dynamically discover their neighbors. The
OSPF point-to-multipoint link feature allows the neighbor command to be used on point-
to-multipoint interfaces. Point-to-multipoint can minimize the number of IP addresses that are
used and basically enable the user to configure a nonbroadcast media similarly to a LAN.

Before the OSPF point-to-multipoint link feature, some OSPF point-to-multipoint protocol
traffic was treated as multicast traffic. This meant that the neighbor command was not
needed for point-to-multipoint interfaces because multicast took care of the traffic. In
particular, multicast hellos discovered all neighbors dynamically.

Also, on any point-to-multipoint interface (broadcast or not), Cisco IOS Software assumed
that the cost to each neighbor was equal. In reality, the bandwidth to each neighbor can be

- +/@
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different; therefore, the cost should be different because the OSPF point-to-multipoint link
enables you to configure a separate cost for each neighbor.

How many data-link connection identifiers (DLCIs) can you configure per physical
interface? How many DLCIs can you configure in a specific router? The answer is, “It
depends” as you can see from the following conditions:

® DLCI address space — Approximately 1000 DLCIs can be configured on a single
physical link, given a 10-bit address. Because certain DLCIs are reserved (vendor
implementation dependent), the maximum is approximately 1000.

® Local Management Interface (LMI) status update—The LMI protocol (ANSI
Annex D and ITU-T standards) requires that all PVC status reports fit into a single
packet and generally limits the number of DLClISs to 800, depending on the maximum
transmission unit (MTU) size. This limit does not apply to Cisco LMI (also known as
the Gang of Four LMI), which allows fragmentation of the PVC status report.

Configuring NBMA networks as either broadcast or nonbroadcast assumes that there are
virtual circuits (VCs) from every router to every other router. This is often not the case
because of real-world cost constraints. In these cases, you can configure the OSPF network
type as point-to-multipoint. This enables routing between two routers that are not directly
connected to go through the router that has the VCs to each.

Figure 4-35 illustrates the network topology considered in this case study.

Figure 4-35 Network Topology
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As illustrated in Figure 4-35, Hub_Router R1 has virtual circuits to Spoke_Routers R2,R3,
and R4, but the other three routers do not have direct circuits to each other. This will be
configured as a single subnet and point-to-multipoint links rather than multiple subnets and
point-to-point links.

To configure an interface as point-to-multipoint broadcast and assign a cost to each
neighbor, perform the following tasks on each interface while in configuration mode:

Step1 Configure an interface as point-to-multipoint for broadcast media using
the ip ospf network point-to-multipoint command.

Step2 Configure an OSPF routing process and enter router configuration mode
with router ospf process-id.

Step 3 Specify a neighbor and assign a cost to the neighbor using neighbor
ip-address cost number.

Step 4 Repeat Step 3 for each neighbor to specify a cost. Otherwise, neighbors
assume the cost of the interface, based on the ip ospf cost command.

Router Configuration Examples

Example 4-11

Example 4-11 shows the configurations contained within the routers shown in Figure 4-35.
These configurations were built with Cisco IOS Software Release 11.3. They do not work
with older releases of Cisco IOS Software. For older releases, add the frame-relay map ip
address dici broadcast command.

Case Study: Router Configuration for the Network Topology Shown in Figure 4-35

Hub_Routeri1#
interface Serial 0

ip address 10.0.1.1 255.255.255.0

encapsulation frame-relay

ip ospf network point-to-multipoint non-broadcast
frame-relay local-dlci 100

!

router ospf 1

network 10.0.1.0 0.0.0.255 area 0

neighbor 10.0.

neighbor 10.0.

1.2 10
1.3 10
neighbor 10.0.1.4 10

Spoke_Router2#
interface Serial 0
ip address 10.0.1.2 255.255.255.0

encapsulation frame-relay

ip ospf network point-to-multipoint non-broadcast
frame-relay local dlci 101

!

router ospf 1
network 10.0.1.

1.0 0.0.0.255 area 0
network 10.2.0.0 0.0.2
0

55.255 area 2

neighbor 10.0.1.1 1

continues

%
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Example 4-11

NOTE

Example 4-12

Case Study: Router Configuration for the Network Topology Shown in Figure 4-35 (Continued)

Spoke_Router3#

interface Serial 0

ip address 10.0.1.3 255.255.255.0

encapsulation frame-relay

ip ospf network point-to-multipoint non-broadcast
frame-relay local-dlci 103

1

router ospf 1
network 10.0.1.0 0.
network 10.3.0.0 0.
neighbor 10.0.1.1 1
Spoke_Router4#
interface Serial 0
ip address 10.0.1.4 255.255.255.0

encapsulation frame-relay

ip ospf network point-to-multipoint non-broadcast
frame-relay local-dlci 104

!

router ospf 1

network 10.0.1.0 0.0.
network 10.4.0.0 0.0.
neighbor 10.0.1.1 10

0.255 area 0
2

0.
0.255.255 area 3
0

.2565 area 0

0
255.255 area 4

No static frame-relay map statements were configured because Inverse ARP (Address
Resolution Protocol) takes care of the DLCI-to-IP resolution and mapping.

You cannot ping your own IP address on a multipoint Frame Relay interface because Frame
Relay multipoint (sub)interfaces are nonbroadcast (unlike Ethernet and point-to-point
interfaces [HDLC] and Frame Relay point-to-point sub-interfaces). Furthermore, you
cannot ping from one spoke router to another spoke router in a hub-and-spoke configuration
because there is no mapping for your own IP address (and none was learned via Inverse
ARP). However, if you configure a static map (frame-relay map) for your own IP address
(or one for the remote spoke) to use the local DLCI, you can ping yourself.

Example 4-12 shows the output from the show ip ospf interface command on Router
Hub_Router1 before the circuit went active. Check the state. This example highlights the
important fields that you would use in troubleshooting an OSPF link-state problem.

Displaying OSPF-Related Interface Information Prior to the Circuit Going Active

Hub_Routeri#show ip ospf interface serial 0

Serial@ is up, line protocol is up

Internet Address 10.0.1.1/24, Area 0

Process ID 10, Router ID 10.0.1.1, Network Type POINT_TO_MULTIPOINT, Cost: 64
DoNotAge LSA allowed.

Transmit Delay is 1 sec, State DOWN,

Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5

- +/@
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Example 4-13 shows the output from the show ip ospf interface command on Router
Hub_Routerl after the OSPF state goes active.

Example 4-13 Displaying OSPF-Related Interface Information After the OSPF State Goes Active

Hub_Routeri#show ip ospf interface serial 0

Serial® is up, line protocol is up

Internet Address 10.0.1.1/24, Area 0

Process ID 10, Router ID 10.0.1.1, Network Type POINT_TO_MULTIPOINT, Cost: 64
DoNotAge LSA allowed.

Transmit Delay is 1 sec, State POINT_TO_MULTIPOINT,

Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
Hello due in 00:00:01

Neighbor Count is 1, Adjacent neighbor count is 1

Adjacent with neighbor 10.0.1.2

Suppress hello for @ neighbor(s)

Example 4-14 shows the output from the show ip ospf neighbor command for each of the
routers.

Example 4-14 Displaying OSPF Neighbor Information

Hub_Routeri#show ip ospf neighbor

Neighbor ID Pri State Dead Time Address Interface
10.0.1.2 1 FULL/ - 00:01:30 10.0.1.1 Serial@
10.0.1.3 1 FULL/ - 00:01:30 10.0.1.1 Serial@
10.0.1.4 1 FULL/ - 00:01:30 10.0.1.1 Serial@

The preceding command shows that the state is a full adjacency. There is no DR or BDR,
which is normal and expected behavior for an NBMA media. If the state is anything but
full, the adjacencies have not been completely built, and there might be a problem with the
multicast LSA packets being passed through the interface. To check the state, use the show
ip ospf neighbor command, as demonstrated in Example 4-15.

Example 4-15 Checking the OSPF Neighbor State

Spoke_Router2#show ip ospf neighbor

Neighbor ID Pri State Dead Time Address Interface
10.0.1.1 1 FULL/ - 00:01:52 10.0.1.2 Serial0@
Spoke_Router3#show ip ospf neighbor

Neighbor ID Pri State Dead Time Address Interface
10.0.1.1 1 FULL/ - 00:01:52 10.0.1.3 Serial0
Spoke_Router4#show ip ospf neighbor

Neighbor ID Pri State Dead Time Address Interface
10.0.1.1 1 FULL/ - 00:01:52 10.0.1.4 Serial0

Case Study Conclusion

The objective of this case study was to demonstrate how to use, configure, and troubleshoot
an OSPF point-to-multipoint link. You have seen an example and explanation for the

- +/@
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configuration, which should help you in both design considerations and implementation.
The different show and debug commands reviewed can assist you in troubleshooting the
point-to-multipoint configuration and, by demonstrating the data, should be helpful in
troubleshooting more general OSPF problems as well. A summary of the appropriate show
and debug commands for OSPF point-to-multipoint use, configuration, and trouble-
shooting is as follows:

® show ip ospf neighbor
® show ip ospf interface
®  show ip ospf virtual

® debug ip ospf packet

® debug ip ospf events

®  show frame-relay map
® show frame-relay PVC

Note that while this case study presents a viable technique for some situations, the
commonly accepted optimum solution for OSPF over Frame Relay or other NBMA
network is point-to-point subinterfaces.

Case Study: Designing an OSPF Network

This case study uses the technical aspects discussed in the previous two case studies and
then follows the design tenets and procedures that were presented in this chapter. Every
network is different, having unique requirements and business considerations. Keep in
mind that this fictional case study is not designed to be the ultimate answer or the only
possible solution; instead, consider it an outline on how to successfully meet design needs.

Terrapin Pharmaceuticals has 25 regional sales offices dispersed throughout the eastern
United States. The main corporate headquarters and the data center for Terrapin Pharma-
ceuticals is located in the Research Triangle Park (RTP) area of North Carolina, adjacent to
the Cisco Systems campus. The following list details some of the attributes of the current
Terrapin Pharmaceuticals network setup:

® Network connections to these sales offices primarily consist of IBM Systems Network

Architecture (SNA) mainframe access over dedicated 56-KB leased lines.

® IBM 3174 cluster controllers connect directly to the 56-kbps modems using
Synchronous Data Link Control (SDLC) modules.

® Each branch office also has small Novell NetWare 4.0 networks installed on a stand-
alone Ethernet LAN for local file sharing and printing.

4~ 40
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Figure 4-36

® All PCs have Ethernet cards for LAN connectivity and 3270-type coaxial (dumb
terminal) cards for IBM host connectivity. This allows employees to access the

Ethernet LAN resources and SNA mainframe at the Terrapin Headquarters in North

Carolina.

The current network is ready to evolve as Terrapin begins plans to roll out expanded
services, and thus a network upgrade is needed. The existing Terrapin Pharmaceuticals

network connectivity is shown in Figure 4-36.
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New WAN Requirements

Terrapin wants to remove the leased lines and 3174 cluster controllers and to network its
sales offices using Frame Relay. The new WAN must seamlessly integrate into the existing
corporate internetwork. Be aware of the following items from a WAN design perspective:

® The existing corporate campus network infrastructure is 10-Mbps Ethernet, with an
established router base of 30 Cisco routers of various models.

® The current network protocols in use are IPX/RIP and TCP/IP with Interior Gateway
Routing Protocol (IGRP) as the routing protocol.

® The new WAN must implement OSPF as the routing protocol, because that is the
future direction of the campus network and TCP/IP elsewhere.

As the network design engineer, you are responsible for the OSPF design and implemen-
tation, TCP/IP addressing scheme, and router configuration or implementation of this new
Frame Relay network. To construct a scalable OSPF network capable of meeting both the
present and future requirements, you must gather the necessary information from the appro-
priate company decision-makers. This information consists of determining the customer’s
requirements as discussed in the following section.

Determining the Frame Relay PVC Architecture

The Terrapin corporate engineering group has control of all circuit and transmission archi-
tectural decisions, such as the planning and ordering of all data and voice lines, as well as
equipment procurement and installation. You are told that the new Frame Relay topology is
to be a hub-and-spoke design. Figure 4-37 illustrates this new topology.

Each remote sales office (spoke) is to have a 56-kbps local circuit installed into the Frame
Relay Point-of-Presence (POP) with a single 32-kbps committed information rate (CIR)
permanent virtual circuit (PVC) provisioned to a T1 circuit. The T1 circuit will be installed
on a central hub router at the corporate headquarters and data center facility in the Research
Triangle Park, NC. The CIR on the T1 circuit will be 384 kbps.

Determining Multiprotocol Support

The WAN network must support Novell IPX in addition to TCP/IP because Novell IPX is
on the customer’s LANs. The corporate information services (IS) manager indicates that no
native SNA needs to be supported on this network because all the IBM 3174 controllers will
be removed after conversion to Frame Relay. Mainframe access is to be accomplished using
TCP/IP directly from terminal emulation software running TN3270 (Telnet) at the regional
sales offices.
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Figure 4-37 Partially Meshed Hub-and-Spoke PVC Topology
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Determining the Traffic Flow

The IS manager tells you that the majority of traffic on this Frame Relay network is to flow
from individual branches to corporate headquarters, in the form of PC-to-mainframe
communications. Certain sales offices must be able to share and print files on remote Novell

servers and printers. All remote sales offices are located in the northeastern and south-
eastern United States.
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Determining the Number of Routers

Twenty-five routers need to be on this Frame Relay network, with a potential 10 percent
increase (3 routers) over the next 3 years (one location per year). The existing corporate
network has 30 Cisco routers deployed, servicing 50 TCP/IP subnets and IPX networks on
an Ethernet infrastructure.

Determining the IP Addressing Scheme

Terrapin Pharmaceuticals is allocating TCP/IP addresses from the private RFC 1918 space.
All existing LANs are subnetted out of 172.17.0.0 space using 24-bit prefixes (the /24
prefix or the 255.255.255.0 subnet mask). IP subnets currently allocated on the corporate
network are 172.17.1.0-172.17.55.0. You must support 50 to 150 IP hosts per remote sales
LAN from unused subnets out of this same address space.

Determining Internet Connectivity

Terrapin Pharmaceuticals currently has Internet connectivity through a firewall segment.
The default route or “gateway of last resort” is propagated into IGRP from a central router
on the internal network to all other IGRP-speaking routers. A registered Class C address
has been obtained and is deployed as the Internet Demilitarized Zone (DMZ) segment. This
is the only address that is announced to the Internet from Terrapin’s Internet Cisco router
because the firewall has proxy and network address translation (NAT) capabilities.

Determining Enterprise Routing Policies

After speaking with the managers of the IS department, you discover that they intend to
migrate the network from IGRP to OSPF on the existing Cisco router base in the near
future. Therefore, the Frame Relay network must run OSPF and integrate seamlessly into
the eventual corporate OSPF network architecture. Because no time frame for the campus
OSPF conversion can be determined, your network must integrate into the existing IGRP
network upon installation for an undetermined period of time.

Establishing Security Concerns
The company plans to use OSPF password authentication when the network is converted to
OSPF from IGRP. The security manager indicates that a single password will be sufficient
across all OSPF-speaking router links.

After evaluating all of Terrapin’s requirements, Figure 4-38 illustrates the proposed OSPF
network design.

4~ 40
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Figure 4-38 Proposed Terrapin Pharmaceuticals OSPF Frame Relay Network
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Implementing Your Design

This section discusses some of the design topics to consider within this case study and how
to implement them in the network given the preceding discussion. These can be both OSPF-
specific topics and other all-encompassing network issues, such as IP addressing.

IP Addressing

You are able to obtain a contiguous block of 32 Class C (/24 or 255.255.255.0 mask)
subnets for this network from the IP address manager. The address block is 172.17.64.0/19,
which allows clean summarization into the backbone area after the corporate network
converts to OSPF. This occurs because all the Frame Relay network LAN and WAN

addresses are to be summarized as one route (172.17.64.0/19) after the backbone routers
are converted to OSPF, as shown in Figure 4-39.
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Figure 4-39 [P Addressing Scheme
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Sales Office LAN Addressing

Given the host requirements of 50—150 nodes per remote LAN and the existing subnetting
scheme of /24 (Class C mask) on the corporate network, you should assign /24 subnets of
the 172.17.64.0/19 space to each of the 25 spoke LANs. Every LAN is to have addressing
space for up to 254 nodes with this subnetting scheme to facilitate future growth require-
ments at each site. This fulfills the earlier requirement concerning network growth and
planning. This masking scheme will be easily understood by the desktop support staff and
will work with existing routers running IGRP, which does not carry subnet information in
routing updates. Routers require a uniform masking scheme enterprise-wide.

The spoke router LAN subnets on this network are assigned the range 172.17.65.0 to
172.17.90.255.

The hub router attaches to an existing corporate backbone Ethernet segment. The router is
assigned an IP address from that subnet, which does not fall within the 172.17.64.0/19
range. You are given 172.17.10.240/24 for the hub router Ethernet IP address.

WAN Addressing

Before the WAN IP address plan can be devised for the routers on this network, you must
decide whether to treat the Frame Relay PVCs as a single multipoint subnet or a collection
of point-to-point links on the Cisco routers. Remember, multipoint makes the Frame Relay
cloud behave as a large LAN subnet, whereas the point-to-point mode models each PVC as
a separate WAN point-to-point link in terms of addressing and routing.

4~ 40
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Given the additional requirements to support the IPX protocol in an any-to-any fashion, the
point-to-point model is the only option. IPX RIP is a distance-vector routing protocol. The
protocol has the split-horizon behavior limitation of not sending routing updates out an
interface on which they were received. The multipoint model would not facilitate IPX any-to-
any because the router would not send IPX routing updates out to any of the remote routers.

To support the point-to-point model, you must define individual router serial port logical
interfaces or subinterfaces, each of which represent a discrete IP subnet and IPX network.
TCP/IP addressing can accommodate this model most efficiently by assigning each of the
subinterfaces with a /30 subnet. IP address space for these WAN links is derived from
further subnetting of a single /24 bit subnet (172.17.95.0). The hub router configuration in
Example 4-16 provides more details.

Example 4-16 Hub Router Configuration

RTP_HQ#

interface serial 0

encapsulation frame-relay ietf
frame-relay lmi-type ansi

no ip address

interface serial 0.1 point-to-point
description PVC to Cumberland router

ip address 172.17.95.1 255.255.255.252
ipx network 179500

frame-relay interface-dlci 401 broadcast
interface serial 0.2 point-to-point
description PVC to west LA router

ip address 172.17.95.5 255.255.255.252
ipx network 179504

frame-relay interface-dlci 402 broadcast

OSPF Area Organization

Given the relatively small size of this network (less than 50 routers), it is practical to include
all routers into one OSPF area. This creates a “portable” OSPF network that can be easily
integrated into the enterprise corporate OSPF network after it is converted from IGRP.
Because you do not know the future location of the OSPF backbone, you decide to be safe
and put all routers in this network into a nonzero area. Putting this network into a nonzero
area allows you to avoid a future mass router reconfiguration after the corporate network is
converted to OSPF. You assign this nonzero OSPF area an identifier of 64 because this is
the base number of the /19 CIDR block, which is a logical representation of the addressing.
You decide to use the company’s registered BGP AS number of 5775 as the OSPF process
ID number for this network, as follows:

Router(config)#router ospf 5775

The hub router at Terrapin corporate headquarters in RTP, NC is to be the sole ASBR in this
network because it must run OSPF and IGRP to support mutual redistribution of routes
between the campus and WAN networks.

- +/@
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Because all routers in the Frame Relay network are to be in area 64, no backbone area (area
0) is created; and subsequently, no routers are configured as ABRs or backbone routers at
this point. Figure 4-40 shows the OSPF area architecture established for Terrapin.

Figure 4-40 New OSPF Network Design
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Specifying the OSPF Network Type
Use the default OSPF network type of point-to-point because you are modeling the router
Frame Relay cloud as individual point-to-point subinterfaces. The initial step of DR/BDR
election is not required because only two routers exist on point-to-point networks, resulting
in quick adjacency formation upon startup.

Implementing Authentication
The IS security manager insists that you use OSPF authentication to provide a level of
security on this network. You implement simple password authentication by assigning a key
of WhatlsTheMatrix to your OSPF area 64. All OSPF routers added to this Frame Relay
network need this key configured to form an OSPF adjacency with the hub router. This
authentication must be entered under the OSPF process ID and on each serial interface, as
shown in Example 4-17.

- +/@
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Example 4-17

NOTE

Configuring OSPF Authentication

interface serial 0.1 point-to-point
description PVC to Cumberland router

ip address 172.17.95.1 255.255.255.252

ip ospf authentication-key WhatIsTheMatrix
ipx network 179500

frame-relay interface-dlci 401 broadcast

!

router ospf 5775

area 64 authentication

If you are planning on implementing OSPF authentication, you should also enable the
Cisco password encryption option through the use of the service password-encryption
command.

Configuring Link Cost

Because all spoke routers have only one PVC provisioned to the hub router, there is no need
to configure specific OSPF costs to links in order to engineer traffic patterns in a particular
matter. Use the defaults by not assigning costs in router configurations.

Tuning OSPF Timers

Example 4-18

Because all routers are Cisco routers and all run the same version of code, you do not need
to tune individual Hello, dead, or retransmit timers. Cisco’s default WAN values of 10, 40,
and 120, respectively, provide fast convergence times and ensure consistency across all
routers (see Example 4-18).

Relevant Configuration of the Terrapin Headquarters Router

RTP_HQ#

interface Ethernet 0

description LAN connection to campus backbone
ip address 172.17.10.240 255.255.255.0

1

interface serial 0.1 point-to-point
description PVC to Cumberland router

ip address 172.17.95.1 255.255.255.252

ip ospf authentication-key WhatIsTheMatrix
ipx network 179500

frame-relay interface-dlci 401 broadcast

1

interface serial 0.2 point-to-point
description PVC to west LA router

ip address 172.17.95.5 255.255.255.252

ip ospf authentication-key WhatIsTheMatrix

continues

%
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Example 4-18

Relevant Configuration of the Terrapin Headquarters Router (Continued)

ipx network 179504

frame-relay interface-dlci 401 broadcast
!

router ospf 5775

network 172.17.95.0 0.0.0.255 area 64
area 64 authentication

Strategizing Route Redistribution

Redistribution of routes between the OSPF and IGRP domains are to be done at the Frame
Relay hub router (ASBR) at RTP, NC. To learn of routes from both domains, the hub router
must run both an OSPF and an IGRP routing process. Redistribution of routes must address
all the issues detailed in the sections that follow.

Campus Routing to Frame Relay WAN

This section discusses how the existing campus routers dynamically learn about the new
Frame Relay networks, specifically examining the following issues:

® OSPF route redistribution into IGRP

® Static route aggregation and redistribution into IGRP

® OSPF route aggregation and redistribution into IGRP

® Testing of OSPF route redistribution into IGRP

Redistribution of OSPF routes into the IGRP process causes the hub router to send IGRP
advertisements of all /24 subnets known to OSPF. This allows all spoke router LAN subnets
to be learned by IGRP routers. This topic is covered in Chapter 6.

Use the internal keyword when performing this redistribution on the hub Cisco router to
allow only OSPF internal routes to be redistributed into IGRP. This prevents a possible
router loop in the future if more routers are installed and are running two-way OSPF/IGRP
redistribution. (All the Frame Relay LAN or WAN networks are known as OSPF internal
routes because the networks originated from this same domain.)

However, the WAN subnets cannot be redistributed into IGRP this easily because of the
classless IP subnetting scheme of /30. IGRP supports only classful subnetting, and routers
would ignore all /30 subnets when redistributing. Although this would not affect host-to-
host IP connectivity, it might potentially cause a problem with network management tools,
subsequently causing routing holes when accessing the router’s WAN IP address directly to
or from Frame Relay.

Two possible strategies for handling the WAN link advertisements into IGRP are as follows:

® Static route aggregation redistribution into IGRP

® OSPF route aggregation and redistribution into IGRP

%
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Example 4-19

NOTE

With static route aggregation and redistribution into IGRP, you must represent all /30 WAN
subnets into an aggregate 24-bit summary and then redistribute them because only /24
prefixed routes are announced into IGRP. Configure a static route on the hub router for
172.17.95.0255.255.255 .0, with the next hop as the Null O interface (aka the hub router).
Now, redistribute static routes into IGRP, and all IGRP routers can route traffic to these
WAN links. Control redistribution of routes to just the 172.17.95.0/24 network by defining
an access list that allows only redistribution of this route. Defining an access list can prevent
future routing problems if additional static routes are added to the hub router, which the
campus need not know about through IGRP. The configuration in Example 4-19 demon-
strates how to control redistribution of routes.

Configuring Route Redistribution

RTP_HQ#

router igrp 10

network 172.17.0.0

passive-interface serial0.1:0.30
default-metric 10000 100 255 1 1500
redistribute ospf 5774 match internal
redistribute static

distribute-list 3 out static

ip route 172.17.95.0 255.255.255.0 nullo@
access-list 3 permit 172.17.95.0

The passive-interface command stops IGRP updates from being broadcasted unneces-
sarily across all WAN PVCs.

The default-metric command assigns IGRP metrics to routes known from all other route
sources (in this case, static routes) that need redistribution into IGRP.

IGRP uses bandwidth, delay, reliability, load, and MTU components to calculate route
metrics across specific interfaces. The values 1000010025511500 are defaults for 10-MB
Ethernet.

An alternative to static route aggregation of the WAN subnets would be to use OSPF route
aggregation and redistribution into IGRP to accomplish this task. This is the preferred
solution and the one chosen for this case study because OSPF is already currently being
redistributed into the IGRP process to propagate the LAN subnets.

To accomplish OSPF route summarization, the hub router must be configured as an ABR

or ASBR because OSPF inter-area summarization can occur only at area boundaries toward
the backbone. You can accomplish this by adding the Ethernet interface into OSPF area 0.
Now that the hub router (RTP_HQ) is an ABR, you can summarize the WAN subnets as one

%
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/24 network (172.17.95.0/24). This network falls on the established 24-bit boundary and is
redistributed into IGRP, understood by all interior IGRP-speaking routers, as shown in
Example 4-20.

Example 4-20 Configuring OSPF Route Summarization

RTP_HQ#

router igrp 10

network 172.17.0.0

passive-interface serial0.1:0.30
default-metric 10000 100 255 1 1500
redistribute ospf 5775 match internal

router ospf 5775

network 172.17.64.0 0.0.0.255 area 64
network 172.17.10.240 0.0.0.0 area 0
area 64 range 172.17.64.0 255.255.255.0

area 64 authentication

To test the OSPF route redistribution into IGRP, you can display the routing table of any
IGRP internal router, which indicates the success or failure of the redistribution of OSPF
routes into IGRP. If problems arise, debugging IGRP transactions on the ASBR (hub) router
can provide the necessary troubleshooting information.

CAMPUS-to-WAN Routing
Now that all WAN routes are available on the campus IGRP backbone, it is necessary to
advertise routing information to the WAN routers so that all campus subnets can be reached.
This can be accomplished in the following ways:

® Redistributing IGRP routes into OSPF

® Generating a default route into OSPF

All known IGRP subnets can be redistributed into OSPF at the hub router with the config-
uration shown in Example 4-21.
Example 4-21 Configuring IGRP Subnets to Be Redistributed into OSPF at the Hub Router

RTP_HQ#
router ospf 5775
redistribute igrp 10 metric 100 metric-type 1 subnets

The keyword metric 100 is an arbitrary default metric that is attached to IGRP routes redis-
tributed into OSPF.

The keyword metric-type 1 makes redistributed IGRP routes external Type 1. This allows
the OSPF spoke routers to add individual link costs to calculate OSPF metrics.

- +/@
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Example 4-22

The subnets keyword is necessary to allow subnets of natural Class B address 172.17.0.0
to be redistributed into OSPF.

When generating a default route into OSPF, because all spoke routers have only a single
path (one PVC) out to the WAN, all destinations that are not locally connected would need
to traverse that path. A default route (0.0.0.0 0.0.0.0) can be sent from the ASBR hub router
in lieu of specific subnet routes. This is the preferred method in this case because the routing
tables on remote routers become smaller, and potential routing loops that can result from
two-way redistribution can be avoided. Example 4-22 demonstrates this procedure.

Changing the Metric

RTP_HQ#
router ospf 5775
default information originate metric 100 metric-type 1

Refer to Figure 4-40 to see the implementation of the techniques covered in this section for
campus-to-WAN routing. Although the Terrapin OSPF network design was fairly straight-
forward in terms of IP addressing and OSPF architecture, the integration into the existing
IGRP network presented a number of challenges. Adding OSPF into existing networks
running other routing protocols is often a difficult task and must be carefully planned out;
otherwise, suboptimal routing or even loops can occur.
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CHAPTER 5

Routing Concepts and
Configuration

“The ultimate measure of a man is not where he stands in moments of comfort and convenience, but
where he stands at times of challenge and controversy.” —Martin Luther King, Jr.

This chapter discusses various OSPF features, knobs, and functionality. Many examples in
the chapter allow you to later use the material as a reference.

This chapter covers the following topics:

® OSPF routing concepts—This section covers the issues surrounding configuration
techniques that affect the overall routing of OSPF. Consider how routing can be
affected by altering OSPF cost, or the various OSPF timers. Also consider the external
routes OSPF uses?

Configuring OSPF —Proper configuration is the essence of every successful use of a
routing protocol. This section includes many examples and discussions on how these
examples can impact your network. Three configuration steps are shown in the
examples: Before, During, and After. These steps take you through the process of
configuring OSPF.

OSPF Routing Concepts

OSPF is a dynamic link-state routing protocol that uses a link-state database (LSDB) to
build and calculate the shortest path to all known destinations. It is through the use of
Dijkstra’s SPF algorithm that the information contained within the LSDB is calculated into
routes.

The shortest path algorithm by itself is quite complicated, and its inner workings were
covered in depth in Chapter 3, “OSPF Communication.” It is important to have a good
understanding of Dijkstra’s SPF algorithm to achieve the maximum benefit of this chapter.
The following is a high-level, simplified way of looking at the various steps used by the
algorithm. The full SPF recalculation is as follows:

1 Upon initialization or due to a change in routing information, a router generates a link-
state advertisement (LSA). This advertisement represents the collection of all link
states on that router or information regarding what had changed.

4~ 40
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2 All OSPF routers exchange LSAs by means of the OSPF flooding protocol. Each
router that receives a link-state update stores the update in its LSDB and then floods
the update to other routers.

3 After the link-state database of each router is updated, each router recalculates a
shortest-path tree to all destinations. The router uses the shortest path first (Dijkstra)
algorithm to calculate the shortest-path tree based on the LSDB. The destinations,
their associated costs, and the next hop to reach those destinations form the IP routing
table.

4 The shortest path through the network to each destination is calculated using the
Dijkstra algorithm. The algorithm places each router at the root of a tree and calculates
the shortest path to each destination based on the cumulative cost required to reach
that destination. Each router has its own view of the network’s topology, even though
all the routers build a shortest-path tree using the same LSDB. This view consists of
what paths and their associated costs are available to reach destinations throughout the
network.

The following sections discuss what is involved in building a shortest-path tree. This root
concept is repeated from the perspective of every router in the network.

OSPF Cost

The default value for OSPF metrics (cost) is based on bandwidth. The following character-
istics show how OSPF metrics are generated:

® Each link is given a metric value based on its bandwidth.

® The metric for a specific link is the inverse of the bandwidth for that link.

® Link metrics are normalized to give Fast Ethernet a metric of 1.

® The metric for a route is the sum of the metrics for all the links in the route.

OSPF uses cost as the routing metric to determine which paths to a destination are the
shortest. The cost is assigned to an interface/link, so consider this value the “toll” to cross
that link to get to a destination. Before presenting an example of cost in action, you need to
understand how cost is calculated in OSPF. The cost of an interface is inversely propor-
tional to the bandwidth of that interface. In OSPF terminology, the formula for calculating
cost is expressed as follows:

Cost = reference bandwidth / interface bandwidth

Reference bandwidth has a default (per RFC) value of 100,000,000 or 108, and interface
bandwidth varies by interface.
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Table 5-1

Therefore a higher bandwidth (link speed) indicates a lower OSPF cost. For example, it
costs 10%/107 = 10 to cross a 10-Mbps Ethernet line, and it costs 108/1 ,544 000 = 64 to cross
a Tl line. The formula used by OSPF to calculate the cost is as follows:

Cost = 100,000,000/bandwith (in bps)

Table 5-1 lists the OSPF costs based on link type and speed.
OSPF Cost Based on Link Type and Speed

Link Type Speed (divide by 10°) OSPF Cost
Serial 56,000 1785
DSO 64,000 1562
T1 1,544,000 65
El 2,048,000 48
Token Ring 4,000,000 25
Ethernet 10,000,000 10
Token Ring 16,000,000 6

T3 44,736,000 3
Fast Ethernet 100,000,000 1
Gigabit Ethernet 1,000,000,000 1
OC-3 155,520,000 1
OC-12 622,080,000 1

Cost in OSPF also has a minimum value of 1. You can see this in the cost associated with
Gigabit Ethernet, OC-3, or higher speeds, for example. This introduces a problem in that
OSPF cannot differentiate between high-speed links, so suboptimal routing might result;
however, there is a solution —but more on that in a minute. First, here’s an example of OSPF

costs in action.

As previously discussed, the cost or metric associated with an interface in OSPF is an
indication of the routing overhead required to send packets across that interface. For

example, in Figure 5-1, Headquarters can reach 192.213.11.0 via the Manufacturing router with
a cost of 20 (10+10). Headquarters can also reach 222.211.10.0 via the Sales router with a
cost of 15 (10+5) or via the Manufacturing router with a cost of 15 (10+5).
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Figure 5-1  Shortest-Path Cost Calculation: How the Network Looks from the Headquarters Router Perspective
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ip cost Interface Command

NOTE

In Cisco I0S Software Release 10.2 and earlier, Cisco’s implementation of OSPF assigned
default costs to a router’s interface, regardless of the bandwidth attached to the interface.
For example, Cisco IOS Software would give a 64-kbps line and a T1 link the same OSPF
cost—clearly a problem. This required the user to override the default value to take
advantage of the faster link. Cisco IOS Software gave both the 64-kbps line and the T1 link
the same cost because they were both on serial interfaces. Therefore, it is interface type that
defined cost, not the actual bandwidth.

This overriding was accomplished through the use of the ip ospf cost value command, which
would be placed on each interface as desired. By default, the cost of an interface is calculated
based on the interface’s bandwidth, but you can also place a cost on an interface through the use
of the ip ospf cost value interface command. When setting a specific cost on an interface, that
cost overrides all other OSPF cost considerations, specifically altering the reference bandwidth.
Trinity(config)#int fastetherneto/o
Trinity(config-if)#ip ospf cost ?

<1-65535> Cost
Trinity(config-if)#ip ospf cost 10

Another way to change the OSPF metric is to simply change the interface bandwidth.

Changing the Reference Bandwidth

Table 5-2

Another way of altering the way that Cisco IOS Software calculates OSPF cost is by
altering the reference bandwidth value used by OSPF in calculating cost. The auto-cost
reference-bandwidth ref-bw command is set under the OSPF routing process. The default
reference bandwidth is 100, but this value is in Mbps, so in this case, 100 is really
100,000,000 bps. Keep this in mind when setting the value.

The following configuration caveats are associated with this command:

® The command is applied in OSPF configuration mode and thus globally alters the
operation of that OSPF process.
® This command should be deployed throughout each area to keep the costs similar.

Earlier you saw how the current OSPF metric calculations have trouble dealing with high-
speed links before the use of the reference-bandwidth command. Table 5-2 shows the
default interface costs.

OSPF Cost Without Reference Bandwidth

Link Type Speed (divide by 108) OSPF Cost
Ethernet 10,000,000 10

Fast Ethernet 100,000,000 1

Gigabit Ethernet 1,000,000,000 1

%
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Table 5-3

Example 5-1

By altering the reference bandwidth for OSPF, you can have the costs adjusted to more
clearly differentiate between link speeds.

Trinity(config)#router ospf 100
Trinity(config-router)#auto-cost reference-bandwidth ?
<1-4294967> The reference bandwidth in terms of Mbits per second

The new reference bandwidth, with a value of 100,000,000,000, allows OSPF to more
accurately adjust cost, as shown in Table 5-3.

OSPF Cost After Changing the Reference

Link Type Speed (divide by 10'0) OSPF Cost
Ethernet 10,000,000 10000

Fast Ethernet 100,000,000 1000

Gigabit Ethernet 1,000,000,000 100

When using Cisco IOS Software Release 12.0 and later, the auto-cost reference-
bandwidth is set as shown in the preceding syntax; however, in earlier versions of Cisco
10S Software, the command must be entered with the term ospf in the beginning, as
follows:

ospf auto-cost reference-bandwidth ref-bw

You can see the interface metric through the use of the show ip ospf interface command,
as demonstrated in Example 5-1.

Displaying the Interface Metric

Trinity#show ip ospf interface
FastEthernet@/@ is up, line protocol is up

Internet Address 192.168.254.71/24, Area 201

Process ID 100, Router ID 201.0.1.1, Network Type BROADCAST, Cost: 1

Transmit Delay is 1 sec, State UP, Priority 1

No designated router on this network

No backup designated router on this network

Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
FastEthernet@/1 is up, line protocol is up

Internet Address 201.0.0.1/25, Area 201

Process ID 100, Router ID 201.0.1.1, Network Type BROADCAST, Cost: 1

Transmit Delay is 1 sec, State UP, Priority 1

No designated router on this network

No backup designated router on this network

Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5
Serial@/1.1 is up, line protocol is up

Internet Address 201.0.1.1/30, Area 201

Process ID 100, Router ID 201.0.1.1, Network Type POINT_TO_POINT, Cost: 64

Transmit Delay is 1 sec, State UP,

Timer intervals configured, Hello 10, Dead 40, Wait 40, Retransmit 5

Trinity#
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Altering OSPF Convergence

One of the most attractive features of OSPF is its capability to quickly adapt to topology
changes. The two essential components to routing convergence are as follows:

® Detecting changes to the network topology
® Rapid recalculation of routes
OSPF uses the following mechanisms to detect topology changes:

® Interface status changes (such as carrier failure on a serial link).

® The failure of OSPF to receive a Hello packet from its neighbor within a specified

timing window, called a dead timer. Both of these timers (dead and Hello) in OSPF
can be altered from the default if needed.

To summarize, fault detection by OSPF can differ slightly depending on the media type. In
general, the failure of a Hello packet can supersede the failure of keepalive packets. The
media type affects how OSPF detects a failure as shown in the following list:

® Serial interface faults are detected in one of two ways:

— Immediate detection of carrier Local Management Interface (LMI) loss, if
you are using Frame Relay

— No keepalives received in three times the time of the keepalive limit (default
limit is 10 seconds)

® Token Ring and FDDI are detected immediately.

® Ethernet is detected after the keepalive packet fails three times.

CAUTION  Altering the defaults of OSPF should be done only after careful consideration and testing
to ensure that the changes do not adversely affect your network. Also, anytime that the
timers are altered on a link, ensure that they are changed on all OSPF routers connected to
that link for the changes to work properly.

Hello Timers

As discussed in Chapter 3, Hello packets provide the means for OSPF to build adjacencies
and monitor (keepalive) adjacent OSPF routers. The Hello packet transmission defaults to
being sent every 10 seconds on broadcast networks (Ethernet) and every 30 seconds on
nonbroadcast networks (Frame Relay).

You might encounter circumstances that require altering the frequency of OSPF Hello
packet transmission. Typically this command is rarely implemented.
Trinity(config)#int faastetherneto/o

Trinity(config-if)#ip ospf hello-interval ?
<1-65535> Seconds

4~ 40
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The smaller the Hello interval, the faster the topological changes are detected, but more
routing traffic ensues. This value must be the same for all routers and access servers on a
specific network.

Dead Timers

After the dead timer expires, the router assumes that the neighbor is down. The dead timer
is configured using the ip ospf dead-interval interface configuration command; its syntax
is as follows:

Trinity(config)#int fa0/0

Trinity(config-if)#ip ospf dead-interval ?

<1-65535> Seconds

The default value of the dead timer is four times the value of the Hello interval, which
results in a dead timer default of 40 seconds for broadcast networks and 120 seconds for
nonbroadcast networks.

The setting of the dead timer overrides the default value for the dead timer. This value must
be the same for all routers and access servers on a specific network.

SPF Timers

You can configure the delay time between when OSPF receives a topology change and
when it starts an SPF calculation. You can also configure the hold time between two consec-
utive SPF calculations. The timers spf command was added to prevent routers from
computing new routing tables. This is important if you are running OSPF in a very active
network that experiences a lot of interface changes or other occurrences that would cause
an LSA to be sent, such as a rapidly flapping serial line.

After a failure has been detected in a network, the router that detected the failure floods an
LSA packet with the topology change information to all routers to which it is directly
connected. The detecting router continues to flood this information until each router to
which it is directly connected acknowledges its receipt.

All the routers recalculate their routes using the Dijkstra (or SPF) algorithm. Remember
that each router builds its routing table based on the LSDB, and this change alters the
contents of that database. Therefore, the router rebuilds its routing tables with itself as the
base of the route tree. The time required to run the algorithm depends on a combination of
the size of the area and the number of routes in the database.

Cisco IOS Software has the capability to alter the frequency of running the SPF algorithm.
Through this alteration, the direct impact on the routing ability of OSPF is affected. Specif-
ically, this command alters the time from when an OSPF router receives a topology change
(LSA) and when it starts the SPF calculation process that was discussed in earlier chapters.

- +/@
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Table 5-4

By default, OSPF waits 5 seconds after receiving a topology change before the change is
processed. This command is configured in router configuration mode as follows:
Trinity(config)#router ospf 100
Trinity(config-router)#timers spf ?
<0-4294967295> Delay between receiving a change to SPF calculation
Trinity(config-router)#timers spf 5 ?
<0-4294967295> Hold time between consecutive SPF calculations
In the example, there is a delay time and a hold time. You already know about the delay
time. The hold time (second value) allows you to set the amount of time (default value of
10 seconds) that the router waits between SPF calculations. Therefore, when using the
default value, if two updates arrive at a Router 7 seconds apart, the router will wait an
additional 3 seconds to allow for 10 seconds to pass between SPF consecutive calculations.

Changing these values can allow routing to an alternate route/path more quickly; however,
these commands alter the performance of OSPF and can increase the drain on a router’s
resources.

OSPF load balances along equal-cost paths; this, in turn, allows for almost immediate
convergence. OSPF can also load share across four equal-cost paths by default; however,
this can be altered.

This section provided several examples of how to alter the operation of OSPF routing
functionality on a Cisco router. Cisco’s OSPF implementation enables you to alter certain
interface-specific OSPF parameters as needed. You are not required to alter any of these
parameters, but some interface parameters must be consistent across all routers in an
attached network. Therefore, if you configure any of these parameters, the configurations
for all routers on your network must have compatible values. Table 5-4 provides many of
the tunable parameters that are covered in this and other chapters.

Summary of Tunable OSPF Parameters

OSPF Command Function
ip ospf cost cost Explicitly specifies the cost of sending a packet on an OSPF
interface

ip ospf hello-interval seconds Specifies the length of time, in seconds, between Hello
packets the Cisco IOS Software sends on an OSPF interface

ip ospf dead-interval seconds | Sets the number of seconds that a device’s Hello packets must
not have been seen before its neighbors declare the OSPF
router down

timers spf seconds seconds Allows for the altering of when the SPF algorithm is executed
and how frequently it is executed

continues
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Summary of Tunable OSPF Parameters (Continued)

OSPF Command Function

ip ospf priority number Sets the priority to help determine the OSPF-designated
router for a network (see Chapter 2 “Introduction to OSPF”)

ip ospf retransmit-interval Specifies the number of seconds between LSA

seconds retransmissions for adjacencies belonging to an OSPF

interface (see Chapter 3)

ip ospf transmit-delay Sets the estimated number of seconds it takes to transmit a
seconds link-state update packet on an OSPF interface (see Chapter 3)

Setting the Router ID

Chapter 2 discussed the purpose and function of the OSPF router ID (RID) and how it is
randomly determined. In certain circumstances, you might not want to use a loopback
address or you might want to statically assign the RID in a different way. Fortunately, Cisco
I0OS Software Release 12.0(1)T or later provides this capability with the router-id
command, as follows:
Trinity(config)#router ospf 100
Trinity(config-router)#router-id ?
A.B.C.D OSPF router-id in IP address format
Trinity(config-router)#router-id
Remember that each RID must be unique. If you apply a RID, via this command, to a router
already running OSPF, the OSPF process or the router must be restarted. You can do this
either with a clear ip ospf process command or a reload command.
Trinity#clear ip ospf ?
<1-4294967295> Process ID number
counters OSPF counters

process Reset OSPF process
redistribution Clear OSPF route redistribution

Trinity#clear ip ospf process
Reset ALL OSPF processes? [no]: yes

Another way to restart OSPF is to cut and paste no router ospf xx followed by router ospf
...... etc... to restart the process without a reload of the router.

Loopback Interfaces

OSPF uses the highest IP address configured on an active interface as its RID. If the interface
associated with this IP address is ever unavailable, or if the address is removed, the OSPF
process must recalculate a new RID and flood all its routing information out its interfaces.

The highest IP address on a router would be the largest numerical IP address assigned to an
active interface.
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If a loopback interface is configured with an IP address, OSPF defaults to using this IP
address as its RID, even if other interfaces have higher IP addresses. Because loopback
interfaces never go down, greater stability throughout your OSPF network is achieved.

You cannot tell OSPF to use a particular interface as its RID. It has built-in defaults that
force it to accept a loopback interface first and then accept the highest IP address on any
interface.

Configuring a Loopback Interface

Example 5-2

As previously discussed, the use of a loopback interface forces the selection by OSPF of its
RID. The default method to determine the OSPF RID for Cisco routers is loopback
interface and then the highest IP address assigned to an interface. The use of a loopback
interface enables you to assign the RID. This can be very beneficial. Because a loopback
interface is not a physical interface, like Ethernet, you must create it.

You can configure a loopback interface by executing the interface loopback 0 command
in the router configuration mode. Example 5-2 demonstrates the process.

Configuring a Loopback Interface

Trinity# config terminal

Enter configuration commands, one per line. End with CNTL/Z.
Trinity(config)# interface loopback 0

Trinity(config-if)# ip address 10.251.11.1 255.255.255.255
Trinity(config-if)# description Configured to be OSPF Router ID

Routing Loopback Interfaces

Example 5-3

Loopback interfaces have a unique characteristic about them when used in OSPF. In accor-
dance with RFC 2328 (page 129, third bullet), loopback interfaces are advertised as /32 host
routes. This is an interesting aspect of what you find in a routing table. Consider the routing
table in Example 5-3, where the /32 is preserved throughout the network, regardless of the
mask that is assigned to the loopback interfaces.

Loopback Advertised in a Routing Table as a /32

HAL9000#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default
U - per-user static route, o - ODR

Gateway of last resort is 192.168.254.1 to network 0.0.0.0

continues
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Example 5-3  Loopback Advertised in a Routing Table as a /32 (Continued)

51.0.0.0/32 is subnetted, 5 subnets

0 IA 51.0.16.1 [110/77] via 192.168.254.71, 00:00:09, Ethernet0
0 IA 51.0.17.1 [110/77] via 192.168.254.71, 00:00:09, Ethernet0
0 IA 51.0.18.1 [110/77] via 192.168.254.71, 00:00:09, Ethernet0
0 IA 51.0.19.1 [110/77] via 192.168.254.71, 00:00:09, Ethernet0
0 IA 51.0.20.1 [110/77] via 192.168.254.71, 00:00:09, Ethernet0

1.0.0.0/32 is subnetted, 1 subnets

0 1.1.1.1 [110/11] via 192.168.254.71, 00:00:10, Ethernet0
100.0.0.0/32 is subnetted, 5 subnets

0 100.0.20.1 [110/75] via 192.168.254.71, 00:00:10, Ethernet0

0 100.0.21.1 [110/75] via 192.168.254.71, 00:00:10, Ethernet0

0 100.0.22.1 [110/75] via 192.168.254.71, 00:00:10, Ethernet0

0 100.0.23.1 [110/75] via 192.168.254.71, 00:00:10, Ethernet0

0 100.0.24.1 [110/75] via 192.168.254.71, 00:00:10, Ethernet0

Configuring the Designated Router

As discussed in Chapter 4, “Design Fundamentals,” some definite benefits are to be gained
by selecting the router within the network that should be the designated router (DR) as well
as the backup designated router (BDR). Here, you want to choose a specific router to be the
DR by manually assigning the priority of a router and thus affecting the DR election
process. Recall that the election process first compares priority (default of 1), where the
highest value wins (in the case of a tie, the highest RID wins). If the priority is set to 0, the
router is ineligible to become the DR:

interface ethernet 0
ip ospf priority 4

Route Types

As discussed in Chapter 2, OSPF has four types of routes that it can handle and report to
you. This section looks at these route types in depth so that you can understand the role they
play in an OSPF routed network. The four types of OSPF routes are as follows:

® TIntra-area—Routes to networks within an area, cost based on link.
® Inter-area—Routes to networks in another area, cost based on link.

® E1—Routes to networks outside an OSPF AS that have total cost to them calculated
as follows: cost = external + internal metrics per link.

® E2-—Routes to networks outside the OSPF AS that have their cost set to the external
metric. This cost never changes. E2 routes are also the default type for external OSPF
routes.

Knowing the route type has an obvious importance; however, it is equally important to
know how route types are identified in an IP routing table. Every routing table has some
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Example 5-4

header information, as demonstrated in Example 5-4, and in this header information are the
codes used in the routing table to identify route types.

Using Routing Table Header Information to Identify Route Type

HAL9000#show ip route
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, * - candidate default

U - per-user static route, o - ODR

Routes that originate from other routing protocols (or different OSPF processes) and that

are injected into OSPF via redistribution are called external routes. There are two forms of
external metrics: Type 1 (E1) and Type 2 (E2). These routes are represented by O E1 or O
E2 in the IP routing table. They are examined after the router is done building its internal

routing table. After the routes are examined, they are flooded throughout the autonomous

system (AS), unaltered. External information can come from a variety of sources, such as
another routing protocol.

Figure 5-2 demonstrates the concepts of cost for the external routes.

When OSPF has multiple routes to the same destination network, OSPF uses the following
order of preference to route to the destination network:

1 Intra-area

2 Inter-area
3 El
4 E2

E1 metrics result in routes adding the internal OSPF metric to the external route metric;
they are also expressed in the same terms as an OSPF link-state metric. The internal OSPF
metric is the total cost of reaching the external destination, including whatever internal
OSPF network costs are incurred to get there. These costs are calculated by the router that
wants to reach the external route.

E2 metrics do not add the internal OSPF metric to the cost of external routes; they are also
the default type used by OSPF. The E1 metric is generally preferred. The use of E2 metrics
assumes that you are routing between autonomous systems; therefore, the cost is
considered greater than any internal metrics. This eliminates the need to add the internal
OSPF metrics. Figure 5-2 shows a comparison of the two metrics.
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Figure 5-2  External Route Cost Calculation
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Which Is Better—E1 or E2 Routes?

This section provides some guidelines on what type of OSPF external route is best used in
a given set of circumstances. This information is crucial; however, it is also controversial

because the “depends factor” is strong in these discussions because although a statement

might be the rule for Network A, it depends if that will hold true for Network B.

NOTE I polled many people when writing this section to get different viewpoints about external
routes, and it is amazing the strong positions people have on this issue. Keep this in mind
as you read on and as you consider what you want to accomplish in your network.
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When to Use E1 Routes

Even though an external Type 1 route, commonly referred to as E1 in OSPF, is not the
default, it is in fact usually preferred. This preference comes from the root belief that OSPF
as a routing protocol, which uses cost as it metric, should never disregard cost from making
routing decisions. Therefore, E1 routes are preferred by many because they take into
account the cost of the links to the external network wherever you are in the OSPF AS. As
a result, many people configure OSPF to alter all external routes by changing them all to
Els, thereby ensuring that cost is always considered. In addition to this blanket belief,
consider using E1 routes under the following circumstances:

®  Your network has multiple exit points from your OSPF AS to the same external
network (for example, multiple connections to the Internet). The use of E1 routes
would allow routers to choose the shortest path to the Internet for them.

®  Your network has multiple paths to a single external network from many destinations,
for example, a large and extremely meshed network. Again, the E1 route type allows
routers to determine the shortest path to the destination.

When to Use E2 Routes

Some defining characteristics and needs of E2 routes are as follows:

® The default route generated by a stub Area Broder Router (ABR) is an E2 route into
the stub area because a stub network is usually simple in its topology —there is just
one way out.

®  Your network is not very large, and thus you do not need E1 routes (yet).

The conversion of the default E2 route types into E1 routes requires redistribution to occur
(aconcept covered in Chapter 6, “Redistribution”). However, it is important to discuss these
network types here because you will see them more frequently as you progress through
more advanced OSPF topics.

Controlling Inter-Area Traffic

When an area has only a single ABR (a simple stub area), all traffic that does not belong in
the area is sent to the ABR. In areas that have multiple ABRs, the following choices are
available for traffic that needs to leave the area:

® Use the ABR closest to the originator of the traffic. This results in traffic leaving the
area as soon as possible.

® Use the ABR closest to the destination of the traffic. This results in traffic leaving the
area as late as possible. However, if the ABRs are only injecting a default route, the
traffic goes to the ABR that is closest to the source of the traffic.

.
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Figure 5-3

Generally, the former behavior is more desirable because the backbone typically has higher
bandwidth lines available. Also, the faster packets get there, the quicker they can be routed
to their destination.

However, if you want the traffic to use the ABR that is nearest the destination (so that traffic
leaves the area as late as possible), the ABRs should inject route summaries into the area
instead of just injecting the default route.

Most network designers prefer to avoid asymmetric routing (that is, using a different path
for packets that are going from A to B than for those packets that are going from B to A).
It is important to understand how routing occurs between areas so that you can avoid
asymmetric routing if possible. Ideally, you want symmetric routing, which occurs when
traffic that exits a network from a given point returns via that same point, as demonstrated
in Figure 5-3.

Symmetric Routing

Los Angeles

Outbound and inbound routing paths are identical.

Routes that are generated from within an area (the destination belongs to the area) are called
intra-area routes. The letter O in the IP routing table represents these routes. Routes that
originate from other areas are called inter-area routes or summary routes. The notation for
these routes is O IA in the IP routing table.

Configuring OSPF

OSPF is a straightforward protocol to get running at a basic level in Cisco routers. This
section covers the process needed to activate OSPF and then examines how some of OSPF’s
advanced features can be configured and properly deployed on the different types of OSPF
functional routers.
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OSPF typically requires coordination among many internal routers, ABRs (routers
connected to multiple areas), and Autonomous System Boundary Routers (ASBRs). At a
minimum, OSPF-based routers, or access servers, can be configured with all default
parameter values, no authentication, and interfaces assigned to areas. If you intend to
customize your environment, you must ensure coordinated configurations of all routers.

To configure OSPF, complete the tasks in the following sections. Activating OSPF is
mandatory. The other tasks are optional, but they might be required for your network.

Activating OSPF

As with other routing protocols, the enabling of OSPF on Cisco routers requires taking the
following preliminary steps before the process begins:

1 Determine the process ID under which OSPF is to run within your network. This
process ID must be different from any other OSPF network to which you might be
connecting. The possible range for an OSPF process ID is 1-65535.

2 Specify the range of addresses that are to be associated with the OSPF routing
process. This is part of one command that must also include the area with which this
range of addresses is to be associated.

Now that you have determined how the OSPF process should be configured, you need to
start configuring the router. Perform the following tasks, starting in global configuration
mode:

Step1 Enable OSPF routing, which places you in router configuration mode.
You do this with the following command:

HAL9000 (config)#router ospf ?
<1-65535> Process ID

Step 2 Define the interface or interfaces (via the network command) on which
you want to OSPF run, and define the area ID for that interface. You do
this with the following command:

HAL9000 (config)#router ospf 100
HAL9000 (config-router)#network ?
A.B.C.D Network number

HAL9000 (config-router)#network 10.10.10.0 0.0.0.255 area 10
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In this example, using the network command with a 24-bit inverse mask places all inter-
faces within that range assigned to the router in area 10. The following section discusses
the network command in more detail. If this were an internal OSPF router, the process for
configuring it for OSPF would now be complete. There are a few subtle differences when
configuring the different types of OSPF routers, as described in the next few sections.

network Command

The network command activates OSPF per interface; however, you can define this as a
network entry or as a host address —the choice is yours. Specifically, that means a mask of
255.255.255.0 (/24), expressed in the OSPF network command as 0.0.0.255, activates all
interfaces within that range for OSPF to use. With this command, the mask entry uses the
wildcard (inverse) style mask.

Some people prefer to keep configuration as simple, as follows:
network 10.10.10.1 0.0.0.0 area 0

This command tells the router that only the interface address 10.10.10.1 is in area 0. That
is simpler because it keeps the mask 0.0.0.0, and you just specify each interface address. Of
course, this involves a lot more typing on a router with many interfaces. To avoid repetitive
typing and configure smarter rather that harder, consider the following example.

Suppose that you have a large router with many interfaces in OSPF. This might be a core
router, and you want to place all the interfaces into OSPF area O with one command. All
router interfaces fall within the range 10.10.31.0 to 10.10.95.0, so you want to place the
entire range into OSPF. Use the following commands:

HAL9000 (config)#router ospf 100

HAL9000O (config-router)#network 10.10.0.0 0.0.31.255 area 0
This syntax accomplishes the result you need; however, to understand why, review the
binary form to see how this command is interpreted by the router:

10.10. 0. © 10.10. 64. 0

0. 0. 31.255 0. 0. 31.255

10.10. 31.255  10.10. 95.255
In this example, all router interfaces in the range 131.108.64.0 to 131.108.95.255 should be
in area 0.

When you experiment with OSPF, there can be order sensitivity to the commands. The
problem seems to be that if you configure network..., then no network ..., then network
<something else>, the router might not re-initialize OSPF on the relevant interfaces —so it
doesn’t send Hellos and doesn’t form adjacencies. The solution is to either save your
configuration and reboot the router (drastic) or to use a Windows PC cut-and-paste
operation to copy the router ospf part of the config, do no router ospf 1 to stop OSPF, and
then paste the correct config back in. Who said Windows had no redeeming value!
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NOTE shut/no shut on an interface fixes this as well but remember to let it be shut down long
enough for all the OSPF timers to expire.

OSPF Router Considerations

The process for activating OSPF on any type of router begins with the network command.
However, a variety of OSPF router types exist that have some unique configuration consid-
erations. The sections that follow discuss these considerations. Before starting the OSPF
routing process, consider a few general items about how OSPF is going to be configured to
operate in your network. These considerations are as follows:

1 Decide what OSPF routing process ID number you want to assign within your
network. One method is to use the AS number that you have been given (if you do not
have one, pick a number that is easy to type quickly).

2 Decide if you want OSPF to determine which router becomes the DR and BDR or
whether you should use the priority command and make that determination. A router
should not be a DR for more than one network.

3 Are you going to use a loopback interface?

4 Turn on the OSPF routing process with the router ospf process-id command, as
described in the previous section.

5 Assign the appropriate network statements to the OSPF routing process with the
correct area ID, for example:

router ospf 109
network 130.10.8.0 0.0.0.255 area 0
network 172.25.64.0 0.0.0.255 area 1

ABR Considerations
Configuring an ABR for OSPF is essentially the same as described in the preceding section
with a few minor considerations that reflect the role this type of OSPF router plays within
a network. These considerations are as follows:

1 Is one of the areas that the ABR will connect to a stub area? If so, execute the area
area-id stub command, which defines an OSPF area as stub area.

2 You might need to enter the area area-id default-cost command, which assigns a
specific cost. You review this command and its effects later in this chapter.

3 Add the area range command so that the networks within each area can be properly
summarized, for example:

router ospf 109
network 130.10.8.0 0.0.0.255 area 0

- +/@
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4 Determine if you are going to use optional OSPF parameters. You do not need to
decide now to use any of these options, but be aware that they can help your OSPF
network. Although many of these options have not yet been discussed, the following
list highlights the more significant optional parameters in command syntax:

You can use the show ip ospf border-routers command to see the ABRs within your
network. This command is explained in more detail in Chapter 8, “Managing and Securing

network 172.25.64.0 0.0.0.255 area 1
area 1 range 130.10.8.0 255.255.255.0

area area-id authentication

area area-id authentication message-digest
ip ospf authentication-key

ip ospf hello-interval

ip ospf dead-interval

timers spf spf-delay spf-holdtime

OSPF Networks.”

ASBR Considerations

The process of configuring an Autonomous System Boundary Router (ASBR) for OSPF is

similar to how you would configure an ABR. Use the following steps:

Step 1

Step 2

Step 3

Step 4

You should already know what the OSPF process ID is, whether you
need a loopback interface, and which optional OSPF parameters you are
going to be using.

Turn on the OSPF routing process, as previously described in the
“Activating OSPF.” Again, use the router ospf process-id command.

Assign the appropriate network statements to the OSPF routing process
with the correct area ID, for example:

router ospf 109
network 130.10.8.0 0.0.0.255 area 0
network 172.25.64.0 0.0.0.255 area 1

Add the area range command so that the networks within each area can
be properly summarized. This only works if the ASBR is also an ABR.
The use of summary-address statements would be appropriate here, as
they are placed on ASBRs, for example:

router ospf 109

network 130.10.2.0 0.0.0.255 area 0
network 130.10.3.0 0.0.0.255 area 0
network 130.10.4.0 0.0.0.255 area 0
network 172.25.64.0 0.0.0.255 area 1
area 1 range 130.10.1.0 255.255.252.0
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The area range command is covered later in this chapter, but notice that
the network mask is normal as opposed to being an inverse mask.
(Inverse masks are more commonly used in OSPF.)

Step 5 Configure the redistribution process between your OSPF AS and the
external AS to which the ASBR is providing connectivity, for example:

router ospf 109

redistribute rip subnets metric-type 1 metric 12
network 130.10.8.0 0.0.0.255 area 0

network 172.25.64.0 0.0.0.255 area 1

area 1 range 130.10.8.0 255.255.255.0

router rip

network 128.130.0.0

passive interface s 0

default-metric 5

You can use the show ip ospf border-routers command to see the area border routers
within your network. This command is explained in more detail in Chapter 8.

Backbone Router Considerations

The process of configuring an OSPF backbone router for OSPF is similar to how you would
configure an ABR. Use the following steps:

Step1 You should already know what the OSPF process ID, whether you need
aloopback interface, and which optional OSPF parameters you are going
to use.

Step 2 Turn on the OSPF routing process, as previously described in “Activating
OSPE.” Again, you use the router ospf process-id command.

Step 3  Assign the appropriate network statements to the OSPF routing process
with the correct area ID, for example:

router ospf 109
network 130.10.8.0 0.0.0.255 area 0
network 172.25.64.0 0.0.0.255 area 0

5 Add the area range command if the backbone router is also acting as an ABR so that
the networks within each area can be properly summarized, for example:

router ospf 109

network 130.10.2.0 0.0.0.255 area 0
network 130.10.3.0 0.0.0.255 area 0
network 130.10.4.0 0.0.0.255 area 0
network 172.25.64.0 0.0.0.255 area 0
area 1 range 130.10.1.0 255.255.252.0
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