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Introduction

Arthur C. Clarke defined any sufficiently advanced technology as indistinguishable
from magic. A great many network service customers seem to believe in magical solu-
tions, and, unfortunately, too many salespeople are willing to promise magical solu-
tions.

Service provider engineers often face the need to meet a less than logical require-
ment. Their customers might have posed more logical requirements had they read my
WAN Survival Book, which focuses on the customer side of the WAN service relation-
ship. Nevertheless, many customers and their sales representatives have not done this,
so this book needed to be written.

Building Service Provider Networks could perhaps have been titled Engineering
Design of Magic Networks. It gives approaches for implementing the provider side of a
network offering with a service level agreement (SLA) without being afraid to mention
technologies that, to put it politely, are just solidifying from conceptual vaporware. It
will mention when arguments for certain technologies are at least partially based on
fear, uncertainty, and doubt (FUD).

Overview of the Book and Technology

Systematic communications systems involving the transfer of messages without the
need to handle paper have certainly been with us for at least two centuries, going back
to Napoleonic semaphore systems. Less systematic remote communications go back to
smoke signals.

Electrical communications began in 1844, and were in regular commercial use by
the late nineteenth century. Electrical and electronic communications were largely
controlled by technical monopolies, so innovation was paced by the operational
needs of the major carriers and their ability to absorb and deploy new technology.
When telecommunications divestiture and widespread deregulation began in the
1970s, the rate of new technology introduction increased dramatically, interacting
with customer perceptions to create incredible demand for both feasible and infeasi-
ble services.
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Introduction

This book will constantly balance business requirements, administrative relation-
ships, and technical capabilities in guiding readers through their networking decisions.

How This Book Is Organized

In general, the book is organized into three main parts. Chapters 1 through 5 deal with
defining customer requirements and the abstract provider architecture. Chapters 6
through 8 deal with building and extending carrier facilities and transmission systems.
Chapters 9 through 13 deal with the intelligent communications systems overlaid onto
the physical structures, which to varying extents involve Internet Protocol (IP)-based
control planes, and possibly IP forwarding.

As in all my books, Chapter 1 begins with my mantra: “What is the problem you are
trying to solve?” It focuses on perceived customer requirements, including the serene
assumption that appropriate incantations exist to bring implementation magic into
being. However, deployment of these services in all or part depends on the existing
telecommunications infrastructure, the architecture, limitations, and capabilities of
which are introduced in Chapter 2.

Chapter 3 begins the translation of customer desires into technical requirements,
with special emphasis on service level agreements. This translation becomes more for-
mal with the introduction of policy specification language in Chapter 4, and an exten-
sive discussion of obtaining and managing address space in Chapter 5. Case studies
illustrate the increasing amount of detail each step brings to the technical specification.

Chapter 6 marks a strong transition from the world of conceptual requirements to the
very real facilities of telecommunications carriers, dealing with the practical require-
ments for “carrier-grade” equipment, buildings, and network operations centers. In Chap-
ter 7, facilities-oriented discussion moves to the physical and data-link facilities at the
increasingly complex provider edge, from the first meter through the first 100 meters,
first mile, and second mile. Chapter 8 deals with core transmission technologies.

The modern provider network is intelligent. Historically, telephony networks only
achieved appreciable scalability when they separated their control (call setup) from
their forwarding (voice transfer) functions. This separation became blurred with the
early introduction of data networking, but has returned as a basic architectural idea.

A favorite Dilbert-style T-shirt of mine says, “the beatings will continue until morale
improves.” In this context, let me emphasize the beatings will continue until it is real-
ized that Multiprotocol Label Switching (MPLS) does not replace IP routing, but com-
plements it. MPLS especially complements IP routing in the forwarding plane, but is
also representative of what is now termed the sub-IP control plane. IP routing still is the
brain of the control plane of every new transmission technology.

Chapter 9 begins with a discussion of the functionality of the Border Gateway Proto-
col, Version 4 (BGP-4) and its applicability to specific customer requirements. The
approach I take in this chapter differs from that of other BGP books: It deals first with
the problem to be solved, then identifies the mechanisms to solve it—including the lat-
est extensions in development. It does not, however, focus on the commands to config-
ure and troubleshoot specific routers, but complements books that do.

Chapter 10 moves to the provider side of the edge between customer and provider,
introducing other routing mechanisms and concentrating on the design of the carrier
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point of presence (POP). Chapter 11 then moves to the intraprovider core, which has
undergone revolutionary changes in scalability with the introduction of MPLS and other
technologies.

Chapters 12 and 13 involve extending the network beyond a single provider. Specifi-
cally, Chapter 12 deals with interprovider connectivity, while Chapter 13 involves virtual
private networks (VPNs). In VPNSs, there are interesting problems of extending provider
responsibility into the enterprise networks, of developing private extranets among mul-
tiple enterprises, and of interprovider VPNs.

Who Should Read This Book

The ideal reader needs to make decisions about wide area network (WAN) require-
ments and technologies or guide others in making such decisions. You could be making
these decisions from the perspective of the WAN service provider or the customer. This
book focuses on the service provider network, and ideally will be read in concern with
the more customer-oriented WAN Survival Guide. It is not aimed at protocol imple-
menters, although it does present alternatives between techniques in development. If a
reader finishes the book and is disappointed that he or she did not become utterly famil-
iar with bit-level techniques, I have succeeded in my goals! There are many excellent
sources for dealing with protocol mechanics, but a shortage of sources for pinning
down problems and selecting solutions.






What Is the Problem
to Be Solved?

What is the difference, Grasshopper, between a network sales
representative and a seller of used cars named Honest Joe?

I know not, my Master.
(1) The seller of used cars knows when he is lying.

(2) The seller of used cars usually knows how to drive.
—Heard at a trade show

The long-term maximization of return on investment requires
technical correctness. Unfortunately there is often a lot

of arbitrage by people with very short-term goals.

Sadly, some of the worst technologies are the ones

that get lots of short-term interest.

—Sean Doran, NANOG List, March 16, 2001

Again, men desire what is good, and not merely what their fathers had.
—Aristotle

Students of human culture rather frequently find, regardless of their particular
field of study, that humanity has an annoying tendency to split into two or more
cultures. C.P. Snow contrasted science and government. Art versus technology
is a recurring theme. This chapter emphasizes important technical cultural dif-
ferences, as well as the broadest characteristics of user requirements. We will
deliberately take a “10,000 foot” view in order to define the problem without the
details. The next chapter will begin to delve into the technical details.
Networking cultures differ in the traditions of the users of the networks and
of the people who build the networks. A principal problem in today’s “Internet”



Chapter 1

is that there is no generally agreed-upon definition of which networking tech-
nologies are inside or outside the “Internet” scope—or, indeed, if anything is
included. This book uses a working definition that includes services enabled
using Internet Protocol (IP) and the IP architecture, where the service either is
offered to outside subscribers or forms part of the service provider’s infra-
structure. I focus on the generic Internet Protocol service provider (IPSP), of
which a subset is involved in the public Internet. Many IP-based services cannot
be delivered with production quality in a public environment.

To confuse things further, there is a common technology called the Internet
Protocol. While the public Internet is based on IP, so are private networks with
performance guarantees. This is good for realizing economies of scale with
common equipment and technologies, but less good when naive users equate
the public Internet, and its pricing, with the necessarily higher pricing of higher-
performance, higher-availability services also based on IP.

Do not confuse the existence of private networks with an assumption that
resources are dedicated to the specific customer only. The reality is that large
resources with significant economies of scale are partitioned into subsets serv-
ing public and private customers. Think of a physical highway, where lanes can
be committed to carpools or to general traffic.

The User Culture

Major user versions of what we loosely call the Internet include [Berkowitz
2001a]:

m A collaborative environment for networking research. This is the original
model for the ARPANET. While it is important in the work of many
researchers, it is not expected to be of production quality—the reliability
on which I'd stake a project’s existence. It includes various research over-
lays, such as Mbone and 6bone, which again are not of production quality.
It is public, but with controlled access to various experimental services.

m A distributed environment for sharing information among individuals
and organizations. This is quite achievable within the public Internet.
Again, it isn’t what I'd call production quality. An environment that
includes people without much network or system administration experi-
ence, or the resources required for fault tolerance, is good for informal
sharing. Insisting on production quality would constitute an economic
bar to entry. Again, I think this falls into your usage.

m Commercial services characterized by having a known set of public
servers, but without the clients/users being predefined. This is the basic
model for business-to-consumer applications. Servers and their access
networks need to be of production quality to be reliable. This category
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blurs into a range of applications where clients can reach servers from
arbitrary locations, but the client has to establish a relationship with the
provider before application processing can begin. Think of online bank-
ing or investing.

m Commercial services with both clients and servers known before commu-
nications begin, with assumptions about security (for example, that it is a
closed environment) and possibly about quality of service. This is the
domain of intranet and extranet virtual private networks. While these ser-
vices use the Internet Protocol, and indeed may share parts of the same
provider infrastructure used by public applications, they are in the domain
of IP service providers rather than Internet service providers (ISPs).

The Implementer Culture

When dealing with the builders and operators of networks, I find there are four
significant cultures:

1. Mainframe, or more recently management information system (MIS)
computing. The network exists to serve the central computer(s). “When
we desire the opinion of users, we will tell them what it is.”

2. Distributed, or more recently local area network (LAN)-centric, com-
puling. The network is a means to the end of interconnecting the bright
and glorious user-driven applications in LAN-connected hosts. “Users
are in total control.”

3. Old-time Internet computing. Hosts are a test program for the wonders
of the intelligent network and the infrastructure that makes it up. “Users
are test programs for hosts.”

4. Traditional telecommumnications. Networks are plumbing systems for
carrying bitstreams. We will tell the network what it is to do. “Users are
irrelevant. They have been assimilated.”

It is the goal of this book to describe an environment in which the positive
aspects of all these cultures can thrive, in which people who grew up in one of
the cultures can work with the others, and in which the no longer useful aspects
of the cultures can enter graceful retirement.

Precisely how the social, business, and political factors will create this envi-
ronment, often called the eighth layer of Open System Interconnection (OSI),
is, however, beyond the scope of this book. As my colleague Annlee Hines put
it, Zeus gave up after the first headache. These goals stop short of massively
increasing government services while cutting taxes; authors must know their
limits.
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CROSS-CULTURAL CONFLICT

Some years ago, | was teaching the introductory Cisco router software
configuration course in a very nice classroom at a DEC training center in the
Boston area. Around the midpoint of the course, one of my students screamed
“l can't take it any longer,” hurled his course notebook into the air, and ran out
of the room.

It was one of those moments where no one had the slightest idea what to
say. Calling a coffee break, | went out in search of the student and found him
trembling on a couch in a break area. We chatted a bit, as | used every skill |
had learned in counseling workshops. Whether or not medical intervention was
called for was, indeed, crossing my mind.

It turned out that the student was a very nice and competent IBM systems
programmer. The realization that his users could change addresses without his
knowledge, consent, and blessing with a new sysgen (system generation, a
massive process) had truly struck home, and it was too alien a concept for him
to cope with. Eventually, he calmed down and continued the course.

Later on, he shared his feelings with the class, and some of the LAN-oriented
students learned about sysgens (and, for the picky among my readers,
VTAMgens and NCPgens). Some of the LAN people had been complaining that
Cisco configurations, as I taught them from experience rather than the simple
book examples, were too lengthy and complex. When they realized that the full
output of a sysgen process might be a foot-thick pile of paper, and they could
write their “complex” router configurations on the side of that stack, there was
a moment of cross-cultural understanding. Much rejoicing followed, birds sang,
church bells rang, etc.

The perspective of this book is taken from that of the service provider. You
will not see the term service provider mentioned explicitly in any of the exag-
gerated cultural descriptions we just discussed, but it is always implicit. Some-
one always must pay for service, and someone must provide that service
because they are paid to do so. In our popular culture, this reality occasionally
is obscured by the way in which the global Internet came into being: as a subsi-
dized academic and research network. Some users of the Internet have not
been aware of these subsidies, and have formed a subculture of entitlement
whose central tenet is that the Internet should be free.

What Services Do Users Want?

Let’s approach this question in a very basic way. The most basic model con-
cerns the simple relationships of endpoints that will communicate. Such a
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model is far more basic than one that considers the quality of service (QoS)
requirements of voice versus data, but is a prerequisite for any more specific
discussions. For this discussion, I will use a client/server model in which the
client initiates a request for service and a server responds to a service request.
These are asymmetrical relationships, but you will find peer-to-peer, symmetri-
cal relationships to be special cases of the client/server modeled cases.

Clients and servers are end hosts on the network, most often operated by a
customer of the service provider. Service providers may contract to operate
certain of these hosts, but such contracts are separate from basic network ser-
vice contracts. Axiomatic to any communication between client and server is
that each has to have an identifier defining, in machine-readable terms, who it
is rather than where it is. Knowing identifiers is necessary to establish the end-
points of a communication. Once the endpoints are known, it is necessary to
determine the locators of the endpoints: where those points are and how they
can be reached. It also may be necessary to know the locators of intermediate
points on the path between the endpoints, such as routers or the growing class
of midboxes (network address translators, caches, proxies, and so on). Let’s
examine the main categories of user communication from the perspective of
identifiers.

Sites and Communities of Interest

As shown in Figure 1.1, an enterprise may have one or more sites. Sites tradi-
tionally have been defined geographically by traditional telecommunications
carriers as locations at which all hosts are interconnected by transmission facil-
ities under the control of the enterprise (for example, campus LANSs). Such
sites, in turn, are linked by the traditional wide area network (WAN) carrier
architecture (Figure 1.1). However, with the advent of virtual private networks
(VPNs), sites may be defined virtually as a set of users and servers with com-
mon information interests: a community of interest (COI). Figure 1.1 contrasts
these two views.

Separating Customer and Provider
Responsibility

Data terminal equipment (DTE) is the last point of full customer responsibil-
ity, data circuit terminating equipment (DCE) is the carrier’s interface to the
customer, and data switching equipment (DXE) is internal to the carrier. In
recent years, with increasing deregulation, the function of the DCE—the point
of demarcation of the responsibility between subscriber to provider—has
changed. Since either the customer or the provider may own the demarcation
function, the term customer premises equipment (CPE) has come to mean a
demarcation device owned by the subscriber, while customer location equip-
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To other sites and Internet

CPE

Customer
router

LAN switch LAN switch LAN switch

Figure 1.1 Traditional site.

ment (CLE) is owned by the carrier. These edge functions are discussed further
in Chapter 7.

The traditional model involves the DTE connecting to DCE at various physi-
cal sites, and information automagically flowing through the provider’s “cloud,”
the details of which (Figures 1.2 and 1.3) are invisible to the subscriber. Some
models of virtual private networks, however, have the concept of a virtual site:
A set of hosts or users that have met some authentication criterion, indepen-
dent of their physical location (Figure 1.4).

TWO PEOPLES SEPARATED BY A COMMON LANGUAGE, PART 1

Carriers make an important distinction between the customer network and the
provider network, and the point of demarcation between. Mainframe MIS
people, or people used to LANSs, think of one network. Carrier people think of
many.

The Internet confuses both sides. Mainframe and LAN people are used to
owning all resources and being able to control quality by implementing the
correct amount of resources.

Telecommunications people also believe that appropriate allocation of
resources can ensure quality, even if multiple organizations own the resources.
What confuses telecommunications people is that in the classic Internet, they
may not know which organizations even form the path, and that this path
changes. In the public Internet, there is no way to keep resources committed.
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Figure 1.3 Site interconnection with traditional carrier model.
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Figure 1.4 Real and virtual sites.

Communities of Interest

The role of the service provider is in interconnecting the sites to one another
(the intranet), to business partners (the extranet), and to the public Internet.
Let me introduce the idea of communities of interest (COI), which I find an
excellent starting point in understanding overall customer requirements. A COI
is the set of users of a set of services (Figure 1.5). It is not hard to explain to
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(Input Only)

Figure 1.5 Community of interest.
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Figure 1.6 New provider model.

nontechnical people, but it is definitely a good start for the formal requirements
definition discussed in Chapter 3.

A COI may further be broken down if certain users of the same set of servers
have different availability, security, or performance requirements than other
users. At this stage of the discussion, assume all users within a class have the
same requirements. This differs from the traditional model of the carrier largely
as a point-to-point, or series of point-to-point, links between customer data ter-
minal equipment (DTE).

This model has gone through substantial revision, as providers literally trans-
form themselves into service providers and specialize in different parts of the
problem. Figure 1.6 shows the basic role of many of these specializations.
Access providers are a special focus of Chapter 7, while IP service providers are
detailed in Chapters 8 through 12. Content provider services are in Chapter 13.

Known Clients to Arbitrary Servers

In the typical case of web surfing for enterprise users, your clients’ identifiers
are known but the identifiers of their desired server destinations are not known
until the clients actually request service. You have a level of trust in the client
identifiers, which may be based on their connecting from a trusted location, or
you may trust that they come in from random locations but have passed authen-
tication criteria (see Figure 1.7).

While the “popular wisdom” speaks of telephone systems as monolithic in
comparison with data networks, for all practical purposes they have always
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Your internal network

Figure 1.7 Known clients to arbitrary servers.

been divided into local access and long-distance providers. Interprovider oper-
ation is an everyday part of the telephone culture, actually to a greater degree
than it has been a part of the non-Internet data culture. The public Internet,
however, not only involves the cooperation of multiple connectivity providers
but involves a wide range of content providers.

Known Servers to Arbitrary Clients

To do business on the Internet, the server owner makes it accessible to clients
that are not known prior to the interaction. If the interaction is simply to pro-

PRICING IMPLICATIONS OF CONVERGED NETWORKS

The somewhat technically unfortunate term converged networks has come into
use to describe networks that provide data, video, and voice services. The
known client to arbitrary server case is not that dissimilar from the model of
telephony, where enterprise telephone users expect to be able to connect to
any telephone in the world (see Figure 1.8).

An important differentiator for this model is its price sensitivity. Not that any
customer is immune to price, but this case is also the basic application for
residential Internet users. Residential users typically want very low price, but
when the network carries voice or entertainment video, consumers are more
willing to pay premium prices than for Internet access. There is a greater
expectation of reliability for these services. The higher price tolerance is an
incentive for carriers to provide multiple services, which in turn motivates
broadband connectivity to the residence. See Chapter 2 for a discussion of
traditional telephony architecture.
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Figure 1.8 Telephony metaphor.

vide public content (for instance, getting news headlines from CNN), the only
level of identification needed is that which is required to return a response to
the client (Figure 1.9).

When the application involves credit card charges or other sensitive infor-
mation, authentication is needed. The content provider’s security policy needs
to make clear whether the authentication is of the human being using the iden-
tified host (for example, verifying a credit card number) or if the client host
needs also to be authenticated as part of audit controls.

Figure 1.9 Arbitrary client to known server.
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Remember that the client sees a server identifier, which is not necessarily the
actual server that will process the request. The potential ability to separate vir-
tual from actual servers is the basis for many performance-enhancing or
resource-conserving functions, including web caches and content distribution
services.

Figure 1.10 shows a typical television scenario, in which the broadcasters’
transmissions are simplex. The broadcasters (analogous to servers) receive no
feedback from receivers (analogous to clients). A client selects a particular
channel to receive. There is a distinct similarity to a cnn.com placing its servers
on the Internet and making them accessible to arbitrary clients. In the case of
the Internet, minimal duplex communications are needed simply for reliable
transmission of the web data.

Figure 1.11 introduces a more complex model, that of premium services in
television. In this model, it is not required that the content sources know
which particular clients are listening to them. It is required that the operator of
the access control devices either enable subscription service or authorize and
collect pay-per-view services. It is not unreasonable to make an analogy
between the access control providers for pay-per-view and the micro-cash-
transfer services (for example, PayPal) evolving to provide paid passwords to
specific Internet services. Paying for specific passwords is subtly different
than the next case of having pre-established relationships between clients and
servers.

Program Program Program
Source 1 Source 2 Source 3

User A User B User C

Figure 1.10 Television metaphor.
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Program Program Program
Source 1 Source 2 Source 3

User A User B User C

Figure 1.11 Premium television metaphor.

Known Clients to Known Servers
under Common Administration

Traditional enterprise-operated networks fall under this category, as do a vari-
ety of models in which the operation of some services is outsourced to
providers. Even the traditional model, however, involves a certain amount of
operational outsourcing when the customer does not operate their own wide
area links. When multiple sites interconnect, the wide area transmission facili-
ties among the sites are assumed to be under the control of a service provider.
In other words, there is an administrative boundary between the customer and
provider. Some technologies, such as asynchronous transfer mode (ATM), can
be used both within and between sites, so it proves more useful to distinguish
between site and wide area services with respect to administrative models
rather than technologies.

In principle, the service provider is responsible for its own network, both its
facilities and their administration. Figure 1.12 shows that the service providers
may have many customers, whose traffic flows over shared resources under
provider control. The provider has an operational support network for control-
ling these resources. In Figure 1.12, there are sites that belong to the intranet of
one enterprise only or to the extranet of either or both of enterprises 1 and 2.
See the next section for a discussion of intranets and extranets.
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Public Internet versus private VPN
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Figure 1.12 Provider structure.

Introduction to VPNs

Managed service models still require significant customer involvement in defin-
ing requirements for connections between sites, the technical details of inter-
connection devices, and so on. A model that reduces customer involvement is
the intranet VPN (Figure 1.13).

No single, universally accepted definition of a VPN yet exists. When I taught
Cisco University seminars for resellers that would offer VPNs to their cus-
tomers, I observed that it had long been traditional for network sales to sell
products that didn’t exist. Since VPNs didn’t have actual existence—if they did,
they obviously wouldn’t be virtual—then sales should be able to sell infinite
numbers of VPNs.

In this book, I define a VPN as a set of endpoints that are interconnected over
shared facilities operated by a single contractually responsible service pro-
vider. The customer has the illusion that it has a private network, and indeed
different customers on the VPN are isolated from one another. The shared infra-
structure may be the public Internet. If any appreciable performance/service
guarantees are needed, however, it is quite unrealistic for the customer to
expect any guarantees if the provider has no control of the underlying trans-
mission facilities.

There are many vendor-specific interpretations of VPNs. It is not meant as a
criticism that vendors tend to emphasize their core competence in their defini-
tion of VPNs. Those concerned with packet transport tend to emphasize the
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Figure 1.13 Intranet VPN.

networking aspects, while those who make security products tend to define
VPNs with respect to security. But what if the customer needs connectivity to
the Internet? There are two main requirements for Internet connectivity, known
clients to arbitrary servers and known servers to arbitrary clients. Both may be
needed by a given enterprise.

Personally, the only way I have been able to make sense of the chaos of VPNs
is to separate the issues of requirements and implementation technology. User
requirements include a minimal set of core requirements and an assortment of
optional capabilities. VPNs with only the core requirements tend to be uninter-
esting and not extremely useful. Almost any VPN will need some of the optional

TWO PEOPLES SEPARATED BY A COMMON LANGUAGE, PART 2

Many LAN-oriented people don't really get the sense that adding capacity to a
WAN system is more than just throwing in a new cable or switch port. Many
WAN-oriented people don’t recognize that just because traffic is IP, it probably
should not go over the public Internet if QoS guarantees are important. QoS is
achievable in VPNs, but not in the random public Internet of today. Provider-
provisioned VPNs can be operated by one carrier on its own facilities, or by one
organization that subcontracts for capacity to other facilities providers.
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ROLES FOR PUBLIC-INTERNET-BASED VPN

There are applications in which customers may make reasonable use of public
Internet facilities as the shared infrastructure of a VPN. These applications are
characterized by being tolerant of the quality of service and capable of
managing the security exposures of the public network. The customer may
operate these, or they still may be provider-provisioned. A wise provider,
however, may give guarantees of availability, but never QoS, for such a network.

Consider a light-demand application such as overnight uploading of sales
receipts from stores to headquarters. As long as the upload takes place at some
point during the night, service is adequate. The data being uploaded, however,
is financially sensitive. Whenever sensitive data is being sent across a public
network, it needs to be encrypted. The network interface device does not
necessarily need to be responsible for the encryption. If the application host
does file-level encryption, the encrypted files can be transferred over
unencrypted channels. Hosts can also operate their own communications-level
encryption.

capabilities, but the set needed by any arbitrary enterprise needs to be defined
for that specific enterprise. To meet a given set of user requirements, the
designer needs to specify who belongs to the VPN, how the VPN is mapped on
to the underlying transport, and the characteristics of the transport. See Chap-
ter 13 for a discussion of VPN deployment.

Introduction to Managed Networks

In the early 1980s, data networks outside academic and research centers were
most commonly found in Fortune 500 companies. The great majority of such
enterprises usually had a staff of qualified network engineers. The talent pool
from which these engineers came was of limited size then, and has been grow-
ing more slowly than the need for it. As data networking became far more wide-
spread, the talent pool did not grow as quickly, and smaller firms quickly found
they could not justify full-time networking staffs. Even when they could afford
them, they often simply did not have enough interesting work to retain qualified
staffs.

A stopgap solution came with equipment vendors moving their small and
medium business (SMB) sales principally to value-added resellers (VARSs)
rather than directly to enterprises. VARs could retain qualified staff but spread
the people across many projects. Typically, the VAR effort was most intense
during design and initial implementation. While the VAR might have a continu-
ing maintenance contract, most commonly the VAR would document the oper-
ation of the system in a manner that could be executed by low-level staff of the
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enterprise. A wise enterprise also bought maintenance contracts with the orig-
inal hardware vendors.

Obtaining VAR support for installation did not solve the problems of success,
in which the enterprise network grew significantly but the enterprise variously
could not, or did not know how to, build an appropriate staff. Expertise in hard-
ware resellers emphasized equipment, not wide area networks. WAN support
remained the province of carriers, although there often was finger-pointing
between VAR/enterprise and carrier.

Another way that the equipment reseller model did not fit larger networks
was that resellers rarely had 24 hour per day, 7 day per week (24/7) operations
centers. While some large VARs were exceptions, only two kinds of organiza-
tions normally had 24/7 support: carriers and data centers. Neither of these
organization types was ideal for supporting distributed enterprise networks or
Internet connectivity, simply because their knowledge bases were from one
culture: telecommunications or MIS. The carriers were intimately familiar with
keeping telecommunications facilities operating, but they were very short of
people who could take user reports phrased with respect to applications ser-
vices and troubleshoot servers as well as the network proper. Data centers had
the reverse problem, that of not necessarily being able to analyze problems
involving remote computers or distant network problems.

In the 1990s, the virtual corporation trend gained momentum, with enter-
prises retaining staff only for their core competencies and outsourcing all other
functions. Networking is not a core competency for most enterprises, and
financial managers sought ways to outsource routine networking. Both carriers
and data centers learned they could augment their skill sets and offer managed
network services (Figure 1.14). While this occasionally means putting full-time
personnel at major customer sites, the form it usually takes is granting the ser-
vice provider remote privileged access to enterprise components being man-
aged. In a managed services model, the customer still orders—perhaps with the
provider’s guidance—the same wide area links as before. However, the cus-
tomer contracts for the provider to do the day-to-day operations, including
working with the device that connects sites to the provider networks as well as
networking devices inside the site. The customer might even outsource the
operation of certain servers, if the provider understands application manage-
ment as well as network management. Managed network services often include
application and infrastructure (for example, directory) servers, as well as cam-
pus networking components such as LAN switches. When they include the full
range of components, from user to server, they offer the benefit of a single point
of contact for troubleshooting, upgrades, and changes.

Not every enterprise, however, wants to grant an outside provider total
access to its information system components. Other enterprises feel they can-
not afford the usually significant cost of managed services. When the enterprise
connectivity requirements primarily involve connectivity among its own sites
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Service Provider Management
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Figure 1.14 Managed services.

and mobile users (intranet) or predefined external partners (extranet), virtual
private networks (VPN) services may offer a reasonable compromise.

Known Clients to Known Servers
under Different Administration

Strategic partnerships; outsourcing; virtual corporations; extranets: All these
terms describe networking relationships among a set of enterprises. In such
relationships, the parties are known before any communications can occur
(Figure 1.15). To what extent do the activities of these organizations need to be
coordinated? To what extent can and will they cooperate directly? Is it politi-
cally acceptable to have one of the enterprises take a lead role and coordinate
such things as address assignments?

Business management theorists increasingly emphasize “virtual corpora-
tions” or other forms of partnerships among different organizations. Outsourc-
ing everything except an enterprise’s “core competencies” has become
extremely popular among managers concerned with the immediate bottom
line. While such outsourcing may or may not be in the long-term interest of an
enterprise—and I confess to increasing annoyance with outsourced adminis-
trative services that have no idea what the people with core competency actu-
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Figure 1.15 Extranet business models.

ally do or need—it certainly represents an opportunity for providers. In dealing
with their customers, of course, providers should be cautious about enterprises
that outsource their outsourcing function, and thus become the management
equivalent of a cosmological black hole.

In general, a network where services run between a predefined set of servers
and clients in different organizations is an exiranet. Extranets are commonly,
but not always, implemented as VPNs.

Distributed Extranet Management

Does there, in fact, need to be a specific extranet, or will a specific set of tech-
nical specifications, such as those of the Automotive Network Exchange (ANX)
(see “Federated Extranet Management”) suffice? Distributed management
characterizes the type of extranet where all participants negotiate and deploy
their bilateral connectivity.

Federated Extranet Management

In certain cases the participants may be generally cooperative, but still need a
coordinating body to avoid, for example, name and address overlaps. This sort
of federated management is characteristic of interservice military networks.
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Depending on the business model involved, there may simply be a common
model for different enterprises to connect to arbitrary service providers, without
centralized administration of the actual service. This is the model of the Automo-
tive Network Exchange (ANX), which specifies technical standards by which its
members will arrange bilateral communications. Other business models may des-
ignate a specific enterprise as network manager. Such a model implies a degree
of trust that does not exist when the linked enterprises are active competitors,
but that certainly can exist when the dominant enterprise is a customer, or sup-
plier, of the various other elements. It is not uncommon, for example, for man-
aged healthcare organizations to operate extranets to the various contracted
healthcare providers that actually provide services. This is an instructive model,
because healthcare providers may contract with multiple management organiza-
tions such that their hosts exist in several independent extranets.

Centralized Extranet Management

Yet another model is to have a central service organization operate the
extranet. Participants deal with the service organization, not one another (Fig-
ure 1.16). This is the model of the Visa and MasterCard networks, which are
operated by service companies owned by their (competing) member banks.

Cardholders Cardholders

I
|l

Bank 1 Bank 2

Financial Service
Company

Cardholders
Cardholders
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i b

Bank 4

Bank 3

i
i

—— Managed by Financial Service Company

Figure 1.16 Centrally managed extranet.
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Central service organizations solve many problems at the political layer of
OS], providing a diplomatic way for competitors to cooperate. It never can be
certain with whom a given network will want to cooperate. In the Gulf War,
there was little problem in the NATO countries communicating, since NATO
had expended extensive engineering effort on developing interoperable net-
works. More difficult was working with coalition partners that had been near-
enemies the week before, such as Syria, but the problem was solved with
liaison officers and text messages. The true challenge was communicating the
massive Air Tasking Order between the U.S. Air Force and the U.S. Navy, which
eventually was solved by flying magnetic media from Air Force headquarters to
aircraft carriers.

Mixed Dedicated Extranet Networks

A given customer may be best served by a mixture of VPN and dedicated net-
work technologies. One of my clients provided a specialized service in the
healthcare industry. The primary customers were hospitals and physicians,
who were connected to my client’s data centers through redundant frame relay
links. Certain portions of the work on this application were outsourced to inde-
pendent contractors who received access through an Internet-based VPN. All of
the data potentially applied to individual patients and thus needed stringent
security (Figure 1.17).

From the enterprise-side perspective, the firm could be considered either an
extranet or a specialized Internet service provider. An extranet model did not fit
as well as a service provider model, because the customers never shared data.
These customers ranged from small professional offices to large institutions
with extensive networks of their own. Some used private address space, while

Hospital 1

Hospital 2

Internet
Access

Financial Service
Company

Hospital 3

Figure 1.17 Hybrid access in a healthcare application.
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others had registered addresses. At the customer sites, we placed a router and
specialized servers. Normally, the router connected to our data center with
Frame Relay, but Integrated Services Digital Network (ISDN) and Internet
backup were being introduced. We needed to virtualize a consistent address
space for our network. At each customer site, we configured network address
translation (NAT) to translate the customer space into our registered provider
space. While this worked for many applications, we did have problems with
Windows Internet Naming Service (WINS) and Domain Naming System (DNS),
and had to obtain application-level gateway functions.

Under current U.S. healthcare regulations, as defined by the Health Insur-
ance Portability and Accountability Act (HIPAA), medical data must be
encrypted when traveling over the Internet or dial facilities. While the Frame
Relay circuits technically did not need to be encrypted, the customer backup
links did. Since we would rather err in encrypting than not encrypting, we
chose to use IP Security Protocol (IPSec), with preshared keys, both for the
dedicated and backup links (Figure 1.18). Contractor access was a different
problem. At the time of implementation, we did not have an affordable and
reliable IPSec client for PCs, and the cost of digital certificates and the certifi-
cate authority was prohibitive. A realistic compromise was to use Secure
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Sockets Layer (SSL) for the contractors, terminating on a security gateway in
the data center. The operational network, therefore, used both IPSec and
transport layer security. Security and availability were the key requirements
for this customer. Another client, in the financial services industry, was
extremely concerned with performance, specifically the response time of
automatic teller machines and credit card authorization terminals. The model
here was centrally managed, but with premium services deformed from the
central operations organization. The central organization, not the participants,
decided whether bypass links were necessary to get the desired performance
level (Figure 1.18). This decision was based on whether or not the service
provider organization felt it could meet service level agreements (SLAs) only
by incurring the extra cost of bypassing bottlenecks or having to add extra
capacity in major parts of the core network.

I saw a different economic model for bypass when I worked with one of the
major centrally managed credit card authorization networks (Figure 1.19). This
network charged a per-transaction fee to merchants and member banks. Two
large banks, which were both major credit card issuers, realized that perhaps a
third of their transactions were with each other. When they multiplied their
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total bilateral transaction volume by the per-transaction charge, they realized
they could save a substantial amount of money by running direct links between
them. Their application routing policy was to use the direct link to the other
bank as long as it was up, and to use the common network to get to other banks
and as backup. They were not at all concerned with reducing the cost of the
central network, as in the previous example. Notice that the topology in Figure
1.19 is exactly the same as in Figure 1.18, but that different organizations are
responsible for the bypass links.

Belonging to Multiple Extranets

In the U.S. healthcare system, it is quite common for healthcare providers, such
as physician offices and hospitals, to belong to multiple managed care services
and other payers, such as insurance companies or government programs. It
would not be physically practical to have rows and rows of workstations in a
small billing area, each on a different extranet.

Responding to New and Converged
Service Requirements

The industry has a regrettable tendency to take a perfectly good word and over-
load it until it essentially has no meaning. For example, can you give an unam-
biguous definition of switch or hub? One of the latest words to be overloaded
is convergence. A converged network seems to be a network that contains all
services that are interesting to the enterprise being discussed. A converged net-
work often is one that includes voice, data, and video.

Converged networks contain many kinds of data. The most important is
internal data of the enterprise that is judged mission-critical. While mission-
critical data usually is thought of as business-related (such as accounting), even
more mission-critical is the data associated with system and network manage-
ment. If the infrastructure cannot be managed, no other data can flow. Enter-
prises that derive revenue from selling on the Internet in its many forms
including advertising-driven content also find business-to-consumer (B2C)
data to be mission critical. The trend toward the virtual corporation requires
business-to-business (B2B) data to allow outsourcing and strategic partner-
ships. B2C is normally the case of arbitrary clients to known servers on the pub-
lic network, but B2B is quite likely to involve a VPN.

Depending on the enterprise, general Internet access by enterprise staff may
be a curse or a blessing. It is a curse when staff members spend 40% of a day
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downloading pornography, music, and, for that matter, pornographic music. It
is a blessing when development engineers can use the Internet to acquire the
latest relevant research and speed the time it takes to make products ready for
market. It is a boon if when the availability of e-mail makes an enterprise more
accessible and responsive to its customers.

Long before individuals had to justify whether they needed a computer to do
their work—which no longer needs explicit justification—it was accepted that
members of the staff would be telescopes. Of course telephony remains a criti-
cal application. Using IP telephony has both operational and cost advantages.
Operational advantages include the ability to move telephones and telephone
extensions simply by unplugging them in one place and plugging them in in
another. No longer do employees have to wait a week for an internal private
branch exchange (PBX) or a telephone company work order.

An interesting range of applications falls under various headings of video and
imagery. Video often is equated to television, but that assumption approaches a
given only in the residential entertainment marketplace. Even in residential
applications, there are perfectly valid uses for less-than-broadcast-quality
video, such as the ability to watch one’s children in their own beds or in a day
care center. Perhaps even more pervasive than full-motion video are imagery
applications. As a teleworker, I routinely use collaborative software such as
NetMeeting to mark up documents with my coworkers.

Both moving and fixed images have tremendous value in healthcare delivery.
Requirements both for resolution and for speed of motion (if any) vary consid-
erably with the application. Mammograms, for example, need high resolution
but are not moving images. An orthopedist or physical therapist evaluating a
patient’s walk needs to see motion, but not necessarily fine detail.

Not all cost-effective telemedicine applications are obvious. Dermatologists
sometimes are thought of as the Rodney Dangerfields of medicine, not quite
getting respect. The classic reason to become a dermatologist is “your patients
never die, they never get well, and they never get you up at night.” However,
experienced dermatologists have excellent visual memories, and with a glance
can often diagnose and prescribe effective therapy, where a more generally
trained physician might experiment for months. High-resolution color images
of rashes are obviously needed, but a slow-motion capability also is required.
The dermatologist may need to see how color returns to skin after it is pressed,
or may ask to have the patient’s body turned so light hits the rash from the side
rather than above.

The lesson here is to listen to the user about requirements, and, if the require-
ments are excessively expensive, propose workable alternatives. One hospital
with which I worked moved its radiologists’ offices to a building a short dis-
tance from the campus, keeping the x-ray and other machines in the hospital.
The radiologists demanded instant viewing of images, but that would have
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required bandwidth that was not affordable. I asked if the real issue was need-
ing to see the image as it was taken, or to be able to retrieve it quickly when the
radiologist was ready to interpret it. (Incidentally, the radiologist was present in
the hospital for those studies that actually required the doctor to touch the
patient.) Agreeing that the issue was efficient retrieval, and that in the real
world it might be several days until a nonurgent MRI might be interpreted, we
arranged for the images to be recorded onto optical disks, put into a box, driven
to the radiology offices, and loaded onto the image retrieval system overnight.
Not an elegant network service provider solution, but very worthwhile to the
client.

Fundamental Principle 1:
Don’t Break What Already Makes Money

Equipment vendors and service providers love to enter into mating dances
with venture capitalists, seeking funding for “disruptive paradigms” or “green-
field operations.” Disruptive paradigms, regarded favorably, are examples of
“out-of-the-box” thinking, which offer radical and useful new approaches to
problem solving. The World Wide Web, for example, was an effective disrup-
tive paradigm vis-a-vis earlier methods of using networked computers for
information retrieval. If you question this, have you used a gopher or Wide
Area Information Server (WAIS) interface recently? In a less favorable manner,
a disruptive paradigm is just the sort of thing that, if implemented and not
resulting in the showering of riches onto the enterprise, leads to shareholder
suits.

Many “distruptive paradigm” vendors tout Internet connectivity without
the availability or quality issues common in low-cost Internet services, but
ignore that price dominates many market segments, such as the residential.
A corollary, however, is that services have to make money to continue to
operate.

1 LOVE MBA JARGON. 1 REALLY DO.

Greenfield operations imply that the new business is being built in a virgin
forest, although images of ecological disaster are not what their proponents
wish to invoke. Personally, I'd prefer to think of them as | do my garden, with
well-prepared soil waiting for careful spring planting. Rich with compost, the
waiting ground is a brownfield or even blackfield.
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Affordable Business-to-Consumer
Internet

There is an established market for low-price services, and it certainly can be
a challenge to operate profitably in this area. Proposals to make the entire
Internet “business-quality” fly in the face of this market reality. There are
markets for business-grade services with business-grade pricing. New ser-
vice delivery approaches do reduce the cost of service and still can offer
economies.

Hosting Centers

Highly fault-tolerant networked servers need expensive physical facilities
(Chapter 6) and multiple network connections. Meeting these needs, however,
may be beyond the financial resources of small and medium businesses. Even
large businesses may decide that highly available servers and networks are not
part of their “core competence.” There are technical realities that make it dif-
ficult for an enterprise that has a small number of Internet-visible servers
to manage its own public Internet visibility. Current fault-tolerant routing
schemes assume that a multihomed organization will use substantial amounts
of routable address space.

One option is for organizations without large amounts of address space to
place their servers into a colocation facility and advertise their servers as part
of the colocation provider’s address space. Doing so can have many political,
security, and technical implications. Organizations may find that placing their
servers in one or more shared hosting centers brings both economies of scale
and the availability of expertise that a nonnetwork organization cannot sup-
port. On the other hand, placing servers in a shared facility gives up a degree
of control that some organizations’ cultures cannot tolerate, or the servers
may be so business-critical that it is inconceivable that the enterprise or gov-
ernment agency will not do whatever is necessary to maintain the required
resources in-house. Consider American Express or Amazon.com deciding
their computing resources are not business-critical, or the North American
Air Defense Command moving out of Cheyenne Mountain into a commercial
facility.

People from the traditional telecommunications carrier culture often fall into
atrap of believing you must be a carrier to require infrastructure of appreciable
size. Yet there are hosting centers that require the bandwidth of metropolitan
areas and generate revenue in excess of $1 billion per month. Carrier-grade
solutions need to be responsive to this market, which often differs from that of
single enterprises. There is, of course, a spectrum of enterprise requirements.
The criticality of Internet accessibility for Amazon.com is rather different than
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for the Hidden Hollow Municipal and Independent Library, although they are
both single enterprises. Such hosting centers are carrier-grade in the sense of
environmental hardening, security, 24/7/365 staffing, emergency power, and so
on. See Chapter 6 for a discussion of building such facilities. Large hosting cen-
ters also can justify the cost of being attached to redundant high-capacity WAN
backbones, with appropriate redundancy both with respect to physical connec-
tivity and to IP routing.

New Service Provider Models

The term hosting center generally refers to a facility shared among enterprise
servers. Carrier hotels are similar, except their customers are not enterprises
but other carriers. A carrier hotel, for example, may be a point of presence
(POP) for several ISPs in a locality, with shared high-speed uplinks. See Chap-
ter 7 for discussion of the emerging roles of specialized access providers versus
IP service providers and content providers. Carrier hotels may also contain part
of the internal core network of a widely distributed network provider. Another
variant is the cooperative local exchange, where ISPs and enterprises may
cooperate to avoid sending traffic destined across the street by way of a major
carrier hub hundreds of miles away. (See Chapter 12.)

A hosting service that literally hosts hundreds or thousands of B2B and B2C
virtual sites can no more afford downtime than can a major telephone com-
pany. Such services, however, usually are quite aware that they need to budget
for such high availability. Individual sites may not be willing to budget in such a
way. High availability does involve economies of scale. Ironically, it may be the
carrier or carrier-oriented equipment vendor that lumps small enterprises and
large hosting centers together and does not see the hosting centers as special
vendor opportunities.

SOME THINGS SEEM NEVER TO CHANGE

Again and again I've seen people with a bright idea do a proof of concept to
their venture capitalists using a quick prototype on a LAN, using NetBIOS/
NetBEUI browsers and other techniques that simply do not scale even to
private WANSs, much less the Internet. They do not pay much attention to
backup and recovery, which isn’t extremely important in the prototype. By
caving in to the pressure of the financial people and putting their prototype
into production, they are setting themselves up for service interruptions
without appropriate backup—and, even worse, for success. A small LAN system
simply will not scale to large size.
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Fundamental Problem 2:
Keep Everything Scalable

Traditional experience is not only a trap for the telecommunications culture,
but can be equally alluring for people who know the enterprise culture
well. Just because a given technology works for 100 or 1,000 devices doesn’t
mean it will work for 100,000 or more. Scalability, in the broadest sense,
means that an infrastructure can support all of the continuing requirements
of growth. These requirements are more than increasing numbers of users.
Before we get into the specifics of scalability, let’'s agree on some termin-
ology.

Challenge for Service Providers:
Keep it Scalable within the
Changing Industry Paradigms

The days are long past when providers could say, “trust us, we're the phone
company.” The days are also long past when there was a single dominant
provider that could dictate interconnection standards to other providers.

A Kkey difference between “consumer-grade” and “business-grade” service
offerings is that business grade services are intimately involved with ser-
vice level agreements. This intimacy comes, in large part, from customer
expectations. The term service level agreement came into prominence in the
mainframe culture. Originally, its usage was limited to performance charac-
teristics, such as the delay components that make up response time and
throughput for bulk data transfer. Since there can be no useful performance if
a service is not available, SLAs have broadened to include availability require-
ments.

Table 1.1 summarizes the first considerations in understanding customer
requirements. Again, LAN people tend not to think of scalability in large WAN-
based services. I have seen too many cases where a worthwhile concept was
prototyped on a LAN and demonstrated to venture capitalists. The VCs imme-
diately wanted to see revenue, so the prototype servers, protocols, and so on
were connected to WAN facilities without redesign. Enormous and preventable
performance, reliability, and scalability problems ensued.

Other factors involve not just the enterprise, but the overall scalability of the
Internet, assuming public Internet connectivity is a requirement. Will the hosts
be reachable given the relevant addressing (Chapter 5) and enterprise connec-
tivity (Chapter 9)? Is the desired level of performance and availability realistic
to achieve over the public network, or is the application more appropriate for
the tighter controls possible with a VPN?
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Table 1.1 User Requirements for Project Scalability

Enterprise-wide Total clients
Total servers
Total mobile users
Total fixed sites

Security policy

Per site Total users per site
Availability/redundancy requirements

Support capabilities (or outsource)

Per application Number of users
Quality of service requirements
Sites needing the application
Security

Mobile user requirements

Relationship to Transmission System

Traditional telecommunications carriers have a strong experience base with
transmission systems. This experience base includes an intense concern with
high availability. They also have substantial experience with the interconnec-
tion of transmission systems operated by independent service providers (Fig-
ure 1.20).

Transmission networks, however, rarely support topologies as complex and
as fast-changing as IP networks (Figure 1.21).

Interprovider Connectivity

It's something of an urban legend that the top-level providers perform signifi-
cant traffic exchange at the exchange points. At that level, they are far more
likely to have private peerings over direct OC-3 or faster links. Exchange
points, however, are useful for medium-level providers in a given urban or geo-
graphic area. Indeed, there is an ever-growing trend toward having metropoli-
tan exchange points among cooperating ISPs in small cities.

Depending on the type of service provider you are, you may need to connect
with access providers or bandwidth providers (Chapter 7), or with other IP ser-
vice providers (Chapter 12).
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PACKET? OR PACKET

Both transmission and IP people speak of packets. Over the years, I've learned
that the two cultures may be using the word packet in quite different contexts,
and assuming they have consensus when none exists.

In the 1970s, both IP and telecommunications cultures recognized the value of
statistically multiplexed, shared networks. They both recognized that packets, as
units of information above the bit level, were useful to describe the elements of
work the network needed to distribute. IP architecture, however, progressed
based on the end-to-end assumption, in which the greatest intelligence (for
example, retransmission) was at the endpoints, there was no strong distinction
between user and provider networks, user and provider networks would use
comparable (router) technology, and there was not necessarily a centrally
planned topology. The contrasting telecommunications model was, at first, the
X.25 protocol, whose behavior mimicked the circuit-switched telephone network,
but sending packets rather than digitized speech. X.25 proper was a protocol
family for access to the provider edge, and was not intended for internal provider
use. The separate but related X.75 protocol implemented interprovider
connectivity. The network, not the end hosts, was responsible for retransmission.

While we called both X.25 and IP networks “packet switching,” the internals
of provider networks were quite different. While IP was consciously
independent of the underlying transmission system, X.25 was intended to deal
with the speed, delay, and error performance characteristics of analog
transmission systems. Incidentally, I still find niche applications for X.25 in
special cases, such as high-frequency radio or telephone systems in developing
countries, where these performance characteristics still apply. X.25 is by no
means something to be discarded.

As carrier networks moved to digital and optical transmission systems, their
performance characteristics changed to a model where it was accepted that errors
would be extremely rare, and that endpoint-oriented retransmission, much as in
IP, was more appropriate. The broadband ISDN (B-ISDN) architectural effort gave
us ATM, ISDN, and frame relay. These technologies, with respect to user services
provided, were generically called fast packet. They remained fundamentally
circuit-switched services; they were packet-switched only in the sense that they
supported statistical multiplexing and were fast in the sense that they had less
protocol overhead than X.25. They did not have the topological flexibility of IP.
When many telecommunications people speak of providing packet services, they
are thinking about a model such as Frame Relay, not routed networks.

In parallel with the telecommunications evolution, the IP world realized that
certain applications needed much more control than traditional routing
provided. They initiated various schemes that permitted traffic engineering,
such as Multiprotocol Label Switching (MPLS). These schemes have significant
similarities to traditional circuit switching, but with more internal control and
topological flexibility.
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Looking Ahead

In the next chapter we set more background for the concepts of providing ser-
vice. These include even more of a perspective on scalability and on the ever-
evolving definition of routing and control. Chapter 3 deals with the more
quantitative definition of SLAs, while Chapter 4 discusses the translation of
customer SLAs into provider technical policies, the basis for detailed design.

Before going on to the next chapter, if your background is in data, think of
the seemingly strange views that telephone people seem to have. If you are
from the telephony culture, review the strange assumptions that the data peo-
ple seem to have. Then, regardless of your background, you are prepared to go
on to Chapter 2, which helps explain why telecom people think the way they do.
Do remember that the telecom people have been doing this sort of thing since
Morse’s telegraph and Bell’s telephone, and have really learned some things that
are good to know!
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We are the Borg. Resistance is futile. You will be assimilated.

We are WorldCom. Resistance is futile.
You have been assimilated but may not have noticed.
—Apocryphal, we think

... 1 have had, of course, intimate friends among both scientists and writers. It was
through living among these groups and much more, I think, through moving regularly
from one to the other and back again, that I got occupied with the problem of what,
long before 1 put it on paper, | christened to myself the “two cultures.”

—C.P. Snow

No man is an Islande, entire of itself; every man is a piece of the continent, a part of
the main; if a clod be washed away by the sea, Europe is the less, as well as if a
promontory were, as well as if a manor of thy friends or of thine own were; any

man’s death diminishes me, because | am involved in mankind; and therefore never

send to know for whom the bell tolls; it tolls for thee.
—John Donne

In Chapter 1, I introduced the idea of cultures and their effect on networking. In
this chapter I want to go somewhat more deeply and cross-culturally, and begin
to look at the total environment that has been created by the mixing of tradi-
tions. These working definitions are functional, neither marketing nor deeply
technical. They very definitely avoid the tendencies of an unfortunate number
of marketers to fall back on fear, uncertainty, and doubt (FUD). I also distin-
guish between a set of customer definitions and a set of provider definitions.
Among the first issues in looking at a wide area network (WAN) problem is
understanding precisely how a WAN differs from other sorts of networks. With
the advent of newer technologies, WANs have become harder to define. They
are not simply networks with greater range than local area networks (LAN).
While we usually think of networking in technological terms, the key strategy in
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making useful distinctions between modern WANs and LANSs is administrative,
not technological. WAN implementations involve a service provider and a ser-
vice consumer, which are different organizations. LANs are operated by the
same organization that uses their services. Defining WANs in terms of adminis-
trative models solves some otherwise awkward definitions based on technol-
ogy. Asynchronous transfer mode (ATM) is a modern high-speed networking
technology with the capability of transcontinental range. Yet ATM is also a
viable technology for metropolitan area and campus networks. The administra-
tive versus technological distinction has been with us for well over a hundred
years, but only recently has become blurred.

History: The Basis for WAN Regulation
and Competition

WANS are not new in human history, even when physical relay networks such
as the Pony Express are excluded. In the Napoleonic era, the French telegraph
system began with optical networking in 1793. The optical transmitters were
flags and lanterns and the receivers were human eyes. This system used a series
of line-of-sight relays at which operators wrote down messages sent by the
position of movable arms at other stations, and then signaled the message to
the next station using their own semaphore.

The organizations that operated the semaphores were the first service
providers that carried messages that were other than hard copy. Their organi-
zational models were built on postal services. The user gave the information to
the service provider, and had no direct involvement with its delivery.

Semaphore Scalability

The semaphore systems soon ran into the limits of scalability that plague all
communications systems. Semaphore stations had to be within human line of
sight, a distance that was limited by intervening terrain and tall buildings,
weather, and darkness. Skilled operators were scarce. And only one message at
a time could be sent between two stations.

When Morse invented the telegraph in 1844, it seemed that many of these
scalability restrictions disappeared. As long as two stations could be linked
with copper wire, the line-of-sight limitations did not apply. Still, the service
soon encountered its own scaling limitations.

Telegraph Scalability

While telegraph technology allowed for transoceanic range, time zone varia-
tions came into effect. There was a desire for unattended operation while it was
night in one time zone. Message switching was invented as a means of auto-



The Service Provider Landscape 37

LEARNING ABOUT WEATHER

In the 1980s, | taught a series of basic communications courses to military
organizations. The classes were filled with very smart people, both enlisted and
officers. | found that a historical approach was useful, and included the
equivalent of smoke signals, semaphore using flags, and drums. | would ask for
volunteers to be a semaphore system, and would pick the most junior people
to be the sender and receiver. They would stand at opposite ends of the room
and wave their flags. 1 also asked the most senior officer in the room to
participate, and whispered instructions to him or her. Shielding it with my body,
I slipped a large sheet of posterboard to the (usually) colonel or navy captain.
The signalers would innocently be waving their flags, when suddenly a senior
officer would run in front of one of them and start blocking their line of sight
with the posterboard. Invariably, the senior officer got thoroughly into the spirit
of the exercise, leaping into the air when the junior signaler tried to raise the
flag, and usually dancing around with a demonic laugh. Eventually, as the
signalers became totally confused, I'd ask aloud, “OK, Colonel. Who are you
and what are you doing?”

The normally dignified senior officer would give a huge grin and say, “I'm a
cloud”

Then | would turn to the class and say, “That, ladies and gentlemen, is how
weather is a scalability problem for simple communications systems.”

matic transmission. In this system, operators would prepare punched paper
tapes containing messages, splice them together onto long reels, and allow sep-
arate machines to actually transmit them. The received messages also were
punched onto tape. At first, operators would listen to the received messages as
convenient, but teletypes eventually printed text messages without human
intervention. These text messages are the direct ancestors of electronic mail.

As traffic grew, massive and eventually impractical amounts of wire were
needed between stations, because the basic technology allowed only one mes-
sage to be active per medium. Many inventors sought to deal with the limita-
tions of one message per copper medium, including a teacher of the deaf named
Alexander Graham Bell. Bell’s approach, called the harmonic telegraph, used
what we today call frequency-division multiplexing, associating different
simultaneous sessions with different tones. Like Charles Babbage’s early com-
puters, this technique was fundamentally sound but could not really be built
without true electronics. Unlike Babbage’s effort, it led to a practical technol-
ogy: the telephone, in 1876.

Like the semaphore and electrical telegraph, telephone technology maintained
a difference between end users who wrote and read messages, or who actually
spoke and listened, and a service provider. The service provider maintained the
wires and the switching system, which originally was the manual switchboard.
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Bell himself did not want to go into the telephone business, but after his
proposals were rejected by Western Union, the major telecommunications
service provider of the time, he went on to create the Bell System, which was
to come under the ownership of American Telephone and Telegraph (AT&T).
Western Union had rejected Bell’s proposal because it felt there was no busi-
ness case for people talking over wires. AT&T subsequently acquired Western
Union, but, after regulators became concerned that AT&T was monopolizing
communications, relatively cheerfully divested itself of Western Union as
part of the 1913 Kingsbury Commitment. AT&T, however, did not rename
itself AT.

The Bell System made what we call plain old telephone service (POTS) prac-
tical. Public switched telephone network (PSTN) is often used as a synonym for
POTS; PSTN is really the more correct term.

Telephone Scalability

With the success of telephony, new scalability issues came into effect. In the
beginning, telephone companies, each with its own local wiring between the
subscriber and the switchboard in the central office, proliferated. Pictures from
the turn of the twentieth century show desks littered with telephones from dif-
ferent companies, a painful but practical necessity unless one wished to be lim-
ited to calling only other subscribers on the Bell System, the Home System, and
so forth. The idea of a single telephone on every desk, or in every home, came
later. But the sheer volume of this wiring became overwhelming, and the idea of
a technical monopoly on local wiring soon emerged.

Another scalability problem was that if manual switchboards remained the
fundamental mechanism for interconnecting callers, there were not enough
people to operate the switchboards. Solutions included automatic switching,
introduced in the nineteenth century, and decentralized private branch
exchanges (PBXs) or private switchboards to connect internal enterprise users
to one another, then to shared external trunks. At first, PBXs were manual plug-
boards, but as the automation of telephone switching progressed, PBXs began
to use electromechanical and then electronic switching. The term private auto-
matic branch exchange (PABX) attempted to capture the essence of techno-
logical advances in the PBX, but never won wide acceptance.

Models Evolve

No large network has ever been built without a hierarchy [Oppenheimer 1999].
Telephone networks introduced the distinction between national and interna-
tional numbering plans, with additional hierarchical structures inside most
national plans. These were external models seen by subscribers. Depending on
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SOCIAL FACTORS AND SWITCHING

Both the original automatic switch, invented by Almon Strowger, and the
eventual global transition from manual to automatic switching were driven by
social as much as technical factors. Strowger, a Kansas City funeral director, had
a competitor who was related to the local switchboard operator. Concerned
that the operator was steering grief-stricken customers to the competitor,
Strowger whittled the first automatic switch, simply to be sure that calls
intended for him reached him. In other words, the motivation for a major
technological advance was ensuring a proper share of the local corpses.
Automatic switching was fairly slow to be adopted by the major telephone
companies. Following in the tradition set by Western Union in telegram
deliveries, the telephone companies first used teenage boys as switchboard
operators. This proved catastrophic for customer relations and smooth network
operations. Stephen Levy points out that the boys’ misbehavior, such as making
comments to customers and during customer conversations, interconnecting
random subscribers, and so on, may be a historical precedent for hacking:
teenage male hormones and communications equipment do not mix well [Levy].
The telephone companies then, given the social conventions of the time,
turned to well-mannered young women as operators. Telephone executives
realized, however, that at the growth rates they saw in the network, there soon
would not be enough women in the U.S. population to operate the required
switchboards. Automated switching became a requirement for scalability.

the regulatory environment, provider internal structures remained hierarchical,
but reflected the realities of multiprovider topology.

Some will claim that distributed peer-to-peer models such as Gnutella have
no hierarchy. In practice, however, such distributed models have no organiza-
tion responsible for their operation. While peer-to-peer networking can be per-
fectly appropriate within an enterprise, large-scale peer-to-peer networking is
not sufficiently reliable or maintainable for mission-critical applications.

The Internet and its predecessors had a simple topological model in which it
was meaningful to speak of a single core. Just as the telephone system has
evolved to have competitive providers, market evolution has turned data topol-
ogy into a complex one that allows multiple providers to flourish at many levels
of the hierarchy.

Traditional Telephony Models:
Organizational Aspects

Early telephony systems were too labor-intensive to grow to the size of present
networks. Automated switching was as major an advance as the basic speech-
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over-wires technology. In a switch, the components that set up the path for a
call are much more complex and expensive than the components that maintain
the user-to-user call. A major advance in automated switching was to separate
the control and user planes. Control components set up each call and handed it
off to user switching components, then dealt with the next call. Control and
user functions could thus be scaled independently (Figure 2.1). This separation
has reached a high level of sophistication in the models used for asynchronous
transfer mode, also called the broadband integrated services digital network
(B-ISDN) model, and is continuing to evolve in the Internet Engineering Task
Force (IETF), with work on separate control and forwarding planes. In con-
trast, early data networks did not separate control and data, even in network
components such as routers. There is an increasing trend toward doing so, in
devices and even in separate control management. See, for example, the work
of the IETF Forwarding and Control Element Separation (FORCES) working
group.

Even in today’s environment, you must always be aware that any connectiv-
ity that is not preprogrammed into your switch requires expensive manual
intervention. Related challenges, still not completely solved, are the broad
issues of provisioning and mobility. Provisioning involves the issues of telling
the switching system about the existence of subscriber equipment or connec-
tions to other carriers so that the switching system can recognize them. Tradi-
tionally, provisioning has required manual input to start the process. Large
providers have invested huge amounts in automating the process once begun.
Mobility, however, involves some degree of automation in starting the process.
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Figure 2.1 Basic control and user separation.
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Cellular telephony is a very familiar model of a mobile service, in which the
telephone operates in many physical locations (cells) within the territory of the
cellular service provider. Roaming services, in which the telephone continues
to operate in other providers’ geographic coverage area, are more of a chal-
lenge. Roaming for data connectivity is a less developed commercial idea, but
certainly is emerging, especially with text messaging on pagers and mobile
phones. Indeed, messaging and advanced cellular services probably are more
prevalent in Europe and Asia than in the Americas.

The Bell System concentrated on urban markets, and, even after it gained a
practical monopoly there, there were certainly competitors, especially in rural
areas. The Brown Telephone Company of Abilene, Kansas, was an example of
what is called an independent telephone company, to distinguish it from
Bell/AT&T.

Open access is a current concern in broadband networks. Its basic premise is
that “any willing [service] provider” can contract directly with subscribers of
the access service to provide content or network access. Investors in the new
access networks, however, would be happiest if they could lock in subscribers
to their content services, at least acting as a portal to other services so, for
example, they could always present paid advertising to subscribers. To some
extent, in the U.S. regulatory environment, open access is a descendant of the
universal service concept introduced in 1907 by Theodore Vail, CEO of AT&T
(the Bell System). In Vail’s concept, every telephone should be able to establish
connectivity with every other telephone. This did not mean that every individ-
ual should have a telephone, or that anyone other than the Bell System should
provide connectivity. Indeed, Vail's approach largely assumed a technical
monopoly, with technical standards to assure interoperability among regional
Bell companies and those external companies not in Bell-served areas. Vail’s
ideas did reduce the annoying proliferation of different telephone networks,
but it still took regulatory intervention, in 1913, to ensure that the Bell System
would interconnect with non-Bell companies. That 1913 event, called the Kings-
bury Commitment, established separate roles for local exchange carriers
(LECs) and interexchange carriers (IXCs). AT&T established firm control of the
long-distance IXC role. The Kingsbury Commitment legitimized the role of non-
Bell LECs.

The idea of a single LEC firm in geographical area seemed, until quite
recently, to be a natural, technical monopoly. It seemed undesirable to have dif-
ferent LECs running masses of copper wire over and under city streets. Alter-
natives have emerged, and today we speak of an incumbent LEC (ILEC) as the
first LEC in a given area (that is, the one that owns the predominant copper)
and competitive LECs (CLECs). We will discuss the details of ILECs and CLECs
later on, as well as the evolution of the IXC, but the important thing to realize
now is that the idea of separate organizations—of separate technologies—at
the edge and core of a common network is not new.
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Enterprise Network Models

One useful and popular model to describe enterprise network architecture was
introduced by Cisco Systems. Any model, of course, is a guideline, and, as
shown in Figure 2.2, this model has been used with both WAN and LAN cores.
The model divides the network into three tiers:

1.

2.

Access. Contains end users and local servers. It is possible to put central-
ized servers in an access tier, but, when doing so, it is usually best to put
the individual servers of a local cluster into the access tiers. Load distri-
bution to these servers is at the next tier.

Distribution. Contains devices that transition between environments
(for example, LAN to WAN, building to campus, or to different transmis-
sion technology). Often, the distribution tier requires the greatest intelli-
gence for protocol conversion, buffering, and so on. The term edge is
preferred in provider rather than enterprise use, and sometimes substi-
tutes for distribution even in the enterprise.

Core. Efficiently links sites of the infrastructure. May be a collapsed
LAN backbone primarily of layer 2 and inter—virtual LAN (VLAN)
devices, or may be a set of routers.

One enterprise guideline is that layer 2 relays tend to have all their interfaces
inside tiers, while layer 3 relays (that is, routers) and higher layer relays (for
example, firewalls and proxies) tend to have interfaces between different tiers.
This guideline is not terribly rigorous, as a speed-shifting switch between a
workgroup and a building (or campus) core often logically straddles the top of
the access tier and the bottom of the distribution tier. Large distribution net-
works include multiple levels of concentration.

When demand access is involved (for instance, dial-up), it can be convenient
to put end hosts and access routers in the access tier, dial-in servers at the bot-
tom of the distribution tier, and concentrating routers inside the distribution
tier. Large routers link regions to a core router or complex of routers. Another

Set of Site-Interconnecting WANs Core Campus Backbone
Concentration and Distributi Concentration and
Protocol Translation istribution Protocol Translation

(e.g., Site to WAN, regional) (e.g., Building switches, Routers)
User/Server Access Devices User/Server Access Devices
User Hosts Access User Hosts

Figure 2.2 Three-layer model.
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function that fits nicely in the distribution tier is that of firewalls or border
routers providing connectivity outside the enterprise. (See Figure 2.3). In Fig-
ure 2.3, note that the central servers themselves are at the distribution tier, but
that user connectivity to them comes through the core and that they have their
own interserver links at the access tier. Having isolated links and possibly spe-
cialized hosts, such as backup machines, for large servers can keep a great deal
of traffic localized and avoid negative performance impact.

This model works well for networks of medium size. Small networks may
collapse certain of the tiers together, and very large networks become more like
carrier networks. In the optimal use of this model, the customer access router
is closest to the end hosts, customer core routers link campuses or sites, and
distribution routers perform concentration and translation functions between
access and core. External connectivity is generally a function of the distribu-
tion tier, although if all otherwise unknown traffic defaults to a central external
router, that router might be in the customer core. The model has limitations in
large enterprise networks, where there may be multiple operational levels of
local, regional, and national/international corporate backbones. One approach,
shown in Figure 2.4, is to apply the model recursively, where the top level of
one organizational level becomes the bottom level of another organizational
level. The recursive approach really does not work well, because each tier, and
each of the devices that commonly straddle the tiers, has distinctive character-
istics. An access device does not share characteristics with a core device in a
larger network.

Another method is to create additional core layers for major geographic lev-
els, such as national and intercontinental. Figure 2.5 shows the logical design I
did for an international manufacturing company in which there was relatively
little communications among the regions, but all regions had significant com-
munications with headquarters. It was reasonable to have all inter-regional
communication go through headquarters. In Figure 2.5, note that the headquar-

Core
Site 1 Distribution Site 2 Distribution
Regional Network .
Servers Access| |Central Firewall
Servers Servers
Site 1 Site 1 Dial Interserver Site 2 Site 2
User Hosts Local Access| Links for Local User
Servers Central Servers| Servers Hosts

Figure 2.3 Three-layer model details.
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Core
Distribution
Access Core
Distribution
Access
Figure 2.4 Recursive three-layer approach.

ters users and central servers are treated as a virtual region, rather than being
put into the core. The core should only be used for communications and care-
fully selected network management devices, never for application servers.

Not every enterprise has the same requirements. Figure 2.6 shows my logical
design for a worldwide transportation company that had extensive interregional
communications plus an Internet connectivity requirement for each region. This

Corporate Collapsed Backbone
Regional Regional Regional HQ
Core Core Core Distribution
H t
Distribution | Distribution Distribution Q Corporate Firewall
Users Servers
Int
Access Access Access n el:server
Links

Figure 2.5 Multilevel enterprise core—centralized organization.
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Worldwide BGP Routed Network
Regional Regional Regional Regional Regional Regional
AS AS AS AS AS AS
Core Border Core Border Core Border
Distribution Distribution Distribution
Access Access Access

Figure 2.6 Multilevel enterprise core—distributed organization.

model works acceptably for centrally controlled enterprises, but does not scale
well for interenterprise networks such as credit card authorization. Large banks,
for example, need to optimize their own cores for internal use, but need to con-
nect to the credit authorization network. The logical characteristics of such
networks fit best into the distribution tier, which becomes the place of intercon-
nection. Interconnecting at the distribution tier allows the core to return to its
original simple and fast role of interconnecting sites inside one organization.
The requirement for a distribution layer function between access and core, how-
ever, does not disappear. Increasingly, network architects define two distinct
sets of function at the distribution tier: the traditional one between core and
access, and a border function concerned with interorganizational connectivity
(Figure 2.7). Border functions can deal both with controlled cooperative rela-
tionships (for example, a bank to the Visa or MasterCard service networks, or to
the Federal Reserve), and with access to the Internet via firewalls.

Core Core
Distribution M M Distribution
Access Access

Figure 2.7 Distribution tier evolution.



46

Chapter 2

This model, however, has its limitations in dealing with provider environ-
ments. Figure 2.8 shows some of the ambiguity with which many providers
approach the model. The providers call their own POP entry point access.
There are a variety of names for interprovider connection devices, but border
router is gaining popularity. Matters become especially confusing when refer-
ring to “the thing at the customer site that connects to the provider.” This
“thing” is sometimes called a subscriber access device, but certainly that makes
the term access rather ambiguous. To complicate matters even further, the sub-
scriber access device, with respect to the enterprise network, is probably a
device in the enterprise network’s distribution tier. Entangling the terminology
to yet another level, there is usually a device at the customer location that
establishes the demarcation of responsibility between subscriber and provider.
It may be either a simple interface converter and diagnostic box or a full-
functioned router or switch. For this, the general terms customer premises
equipment (CPE) and customer location equipment (CLE) have emerged, but
still may contain some ambiguity. The basic assumption is that the customer
owns the CPE and the provider owns the CLE, but operational responsibility
may vary. For example, I own my digital subscriber line (DSL) access router,
but I don’t have the configuration password to it; my ISP does.

The customer, of course, may have a complex enterprise network. What we
think of as CLE or CPE, however, is an increasingly intelligent interface
between customer and provider. It also is a point of economic and legal demar-
cation at which responsibilities change and service level guarantees are moni-
tored. The interface may contain firewall functionality, which can be either at

Core Core

Distribution Border Border Distribution
Router Router

POP

Access Access

Routers

Subscriber Subscriber Subscriber Subscriber
Access Access Access Access

Figure 2.8 Data carrier interconnection evolution.
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A telephony tradition has resulted in a good deal of confusion due to acronym
collision. Traditionally, CPE meant customer premises equipment. In the
traditional telco environment, CPE was, of course, owned and operated by the
carrier. As more and more deregulation affected the industry, customer
premises equipment variously could be owned and operated by the customer,
leased to the customer by the provider, owned by the customer but operated by
the provider, or owned and operated by the subscriber. Redefining the former
CPE into CPE and CLE at least identified operational responsibilities.

the customer site or at the POP. As seen in Figure 2.9, the customer edge func-
tion may contain equipment to multiplex outgoing Internet traffic, virtual pri-
vate networks (VPNs), and voice over IP (VoIP) onto a broadband access
facility. The provider may manage any of the edge devices; at least one device
normally will be managed this way. If the provider allows the subscriber to
manage its own device, the provider will have ironclad configuration settings,
which are not negotiable.

Service Provider Models

The hierarchical enterprise model was useful, but did not quite fit modern ser-
vice provider networks, independently of whether the provider was data- or
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Figure 2.9

Intelligent edge—subscriber side.
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voice-oriented. Particular problems came from increased competition, with
competition both in the internetwork core and in the local access system.

Pure Telephony

Historical telephony gives some useful perspectives. In Figure 2.10, the PBX is
equivalent to CPE in an IP services network. The PBX connects to external
switches over trunks, also called trunk lines. The term trunk is sometimes
used for a data access facility, but these are more commonly called local loops.
Tie trunks connect PBX sites within the enterprise. Central office (CO) trunks
connect the PBX to a telephone service provider. Such a provider is usually
assumed to be the LEC, but there may also be bypass trunks that connect to
IXCs. CO trunks, whether to the LEC or the IXC, can be two-way, incoming-
only, or outgoing-only with respect to the PBX. Other than the very smallest,
sites will need multiple trunks, which, from the perspective of the PSTN, are
called trunk groups. A trunk group contains multiple voice channels, which
can be physical analog pairs, but, for larger and more modern installations, are
likely to be digital carrier facilities or Integrated Services Digital Network
(ISDN) physical links. Trunk groups have some similarity to inverse multiplex-
ing in data applications, where more bandwidth is required than can be pro-
vided with any single physical facility. The similarity becomes even more
striking if we compare not the individual data streams or circuits over the set of
physical media, but the fact that the set of media terminates in interfaces that
carry aggregates (Figure 2.11).

Trunk Group
CO Trunk™~ Toll Office
CO Trunk (intra-LATA)
Telephone PBX FX Trunk End Office 1
Tie Trunk
H
A ]
L°9'°gf| Path: Interoffice T'I:';J(nk Toll Office
carryin
Tie Trunk & ving (IXC POP)
L]
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CO Trunk
End Office 2
PBX
Tie Trunk FX Access

Figure 2.10 Traditional telephony architecture.
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Figure 2.11 Parallels for inverse multiplexing.

A special case of a CO trunk is a foreign exchange (FX) trunk that connects
logically to an alternate central office, so that the phone number associated
with the trunk appears to be in the serving area of the remote CO. FX trunks fill
a function much like that of wide area telephone service (WATS) lines, but FX
trunks tend to provide service inside the LEC while WATS services tend to be
provided by IXCs. Their real function is similar: Do not make the calling party
pay long-distance charges. Foreign, in this case, refers to areas outside the
LEC’s territory. These may or may not be located within a foreign political
entity.

Another special CO trunk case is direct inward dialing (DID), in which the
central office allows individual extensions of the enterprise to be dialed from
the outside. DID has signaling that tells the PBX which extension needs to be
rung. There are fewer physical DID trunks than there are extensions, because
the PBX is intelligent. A variant is Centrex service, in which the intelligence is
in the central office switch, not at the enterprise. In Centrex service, there must
be the same number of Centrex trunks as there are enterprise extensions. While
Centrex trunking is more expensive than DID to an intelligent PBX| it offers the
advantage that the telephone company, not the enterprise, performs the
detailed management of the service. Centrex, in many respects, is the direct
ancestor of what we call virtual private networks today. VPNs most commonly
are data-oriented, but they offer the ability to outsource the detailed manage-
ment of that network, especially in the WAN.
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IP Services

ARPANET and NSFNET are direct ancestors of the current Internet, but had
much simpler topologies. The early ARPANET did not have a distinct core; it
was a partial mesh. The NSFNET (Figure 2.12) had a single core, to which inde-
pendently operated regional networks, and several exchange points, con-
nected. To get to another network, in the basic model, you went through the
core if the destination was not reachable through your regional network. The
early cores were not fast in modern terms—internal links might be 56 Kbps, and
it could be both slow and unreliable to rely on the core alone.

Various institutions began to establish bilateral and multilateral exchange
points, principally to reduce latency. Given slow lines, there is much less
latency when traffic can be exchanged at a regional exchange, rather than going
farther toward the core. A reasonable rule of thumb for speed of light delay is
that networks add 6 ps per kilometer of distance. For many years, the propaga-
tion delay was insignificant compared to the serialization delay—the time to
move the data off the medium and into the computer, and the reverse process
on output (see Table 2.1).

The five original NSFNET exchange points were principally to establish
access to specific resources, such as supercomputer centers. These were not
the original exchange points (see Chapter 12 for more details). Regionalized
exchange points, at 64 Kbps, could save two-thirds of the latency involved if it
were necessary to backhaul traffic to a core 1,000 kilometers away.
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Figure 2.12 Original NSFNET.
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Table 2.1 WAN Serialization Delays at Common Frame Lengths

BIT RATE
64 8.000 4.000 0.332 0.011 0.003
128 16.000 8.000 0.665 0.023 0.007
1500 187500 93.750 7.792 0.268 0.077

Exchanges to reduce latency have become less important as lines become
faster and serialization delay becomes smaller. They still have value in more
isolated locations that may not connect to the very fastest media. While many
popular discussions speak of an “Internet core,” the actuality of a single, homo-
geneous core is long dead. Indeed, there has come to be a qualitative as well as
a quantitative difference caused by the higher speeds. Contrast the speeds in
Table 2.2 with those in Table 2.3; the packet training delays saved by cells are
negligible.

The largest carriers do not interconnect in shared exchange points, although
it is an urban legend that they do so. They might interconnect in the same build-
ing that contains the exchange point, but they do so with direct media inter-
connections. See Chapter 8 for further discussion of the physical aspects of
bilateral interconnects and of exchange points.

Modern Models

In the contemporary environment, it is far easier to begin by tracing the life of
a packet from source to destination, avoiding extensive discussion of the quite
complex issues of what organization operates which component. Business and
political factors will become involved here, such as the outsourcing of certain
functions and the departmental responsibilities for others.

Regardless of whether the initiating end user site is a single residential sub-
scriber or a large corporate network, there still needs to be a demarcation point
between subscriber and provider responsibility. The customer premises device,
regardless of ownership, can have varying degrees of intelligence. If it is not a

Table 2.2 Time to Transmit ATM Cell at Modern Optical Speeds

155 MBPS 622 MBPS 2.4 GBPS 10 GBPS 40 GBPS
2.7E-06 6.8E-07 2.1E-07 4.2E-08 1.1E-08
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Table 2.3 Time to Transmit a 1,500-byte Ethernet Frame at Modern Optical Speeds

155 MBPS 622 MBPS 2.4 GBPS 10 GBPS 40 GBPS
7.9E-05 2.0E-05 6.0E-06 1.2E-06 3.1E-07

full-functioned router, it may be a modem or digital equivalent, which has a
point-to-point connection to an intelligent device at the provider edge. When
the customer site has its own network infrastructure, ranging from a simple
household LAN to a complex campus network, more intelligent CPE/CLE is
needed. Such devices are most commonly routers, although they may be layer
2 switches with capabilities of traffic shaping and separating internal data traf-
fic, voice, and Internet/Extranet traffic onto different VLANs (as in Figure 2.9).

MULTIPLE KINDS OF DELAY

The most obvious type of transmission delay is serialization delay—the time it
takes to clock the bits of one frame from the buffer of an egress interface onto
a fully available transmission line. For example, it takes approximately 1.2 ms
to clock a 1,500-byte Ethernet frame onto a 10-Mbit medium. In the real world,
however, there are other components of transmission delay.

Propagation delay comes from the speed of light in the particular medium.
One rule of thumb is that there are roughly 6 ms of propagation delay per
kilometer, so sending the 1,500-byte Ethernet frame across a 1,000-km link
requires 1.2 ms to get the frame into the link, 6 ms to get it through the link,
and another 1.2 ms to get it off the link, for a total of 8.4 ms.

A third component is queueing delay, which occurs when the frame has to
wait for other traffic queued ahead of it to be transmitted over the medium. If
one identical frame were queued ahead of the frame we are discussing, there
would be an additional minimum delay (not counting delays in moving frames
inside the host) of 8.4 ms before transmission can start. One of the
fundamental premises of ATM is that small cells do not cause as much
queueing delay as long frames.

Complicating the realities of queueing delay is the phenomenon of packet
training, in which an application sends a message that breaks into multiple
frames that may be queued as a train. If a file transfer application sent a 64-
Kbyte Transmission Control Protocol (TCP) burst, that would put over 40 frames
ahead of the frame we are discussing—nearly half a second of queueing delay.
Prioritization schemes can prevent critical traffic from being trapped behind
trains of low-priority traffic, typically with a maximum queueing delay of one
frame. Such schemes add complexity, and still do not help if there are trains of
the same priority.
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To achieve the desired speeds and ranges, new broadband services need elec-
tronics between the customer premises and the access office. Conversion from
copper to optical media frequently is necessary. In multiunit buildings such as
apartments and office high-rises, these conversions usually take place in an equip-
ment room. For residential applications, they may take place in an outdoor equip-
ment pedestal, in sealed enclosures on telephone poles, and so on. The assortment
of equipment that interconnects the customer premises with the end office
increasingly is called the collector network, and modifies the three-level hierarchy
to insert a collector tier between access and distribution tiers (Figure 2.13).

A specialized access provider rather than a traditional ISP often operates the
collection tier. As detailed in Chapter 7, many regulatory as well as business
factors may dictate the type of firm that operates the collection tier, but it is
most likely to be an ILEC or CLEC that wholesales access service to ISPs.

The model continues to evolve, with these informal boundaries:

m First meter. Residential or other LANSs close to the CLE/CPE.

m First 100 meters. Building-wide LANSs, including carrier distribution
LANSs in multitenant buildings such as hotels and apartment houses. May
also include fiber from the building to a curbside pedestal.

m First mile. Outside connectivity to the first ILEC office.

m Second mile. Connectivity between the LEC and the POP of an ISP or
other organization offering services beyond basic connectivity (for exam-
ple, Internet access, telephony, private data networking, video content).

‘=::////N\\\::=>.

to ISP
POPs

Access Wholesaler

PSTN TV

N\ AN

Copper Pairs Cable Wireless

Subscribers

Figure 2.13 Collector network.
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The Provider Edge

In modern networks, the provider edge is no longer a single device, but a set of
devices (Figure 2.14). Depending on the access technologies in use, there can
be an assortment of devices that face the subscriber. In traditional telephony,
these are the terminations of analog copper loops and the associated channel
banks that convert analog signals to digital. With broadband services, they may
be DSL access multiplexers for copper-based digital subscriber loops, or head
ends on cable systems. There may be large modem pools connected to Point-to-
Point Protocol (PPP) servers for dial-up users. There often will be digital cross-
connect systems to interconnect various digital streams inside the edge office,
bundling them into higher-speed streams. Digital-to-analog converters (DACs)
are of limited intelligence and have been designed for operation by a single
organization, for connectivity within that organization. IP services switches
(IPSSs) or media gateways (MGs) meet the needs of access wholesalers. More
intelligent DACS may be remotely programmable with such protocols as the
Generic Switch Management Protocol (GSMP).

Some content services, such as web caches, can very reasonably be placed in
edge sites. There can be multiple reasons for doing so. An obvious one in
today’s environment is that a request that is serviced at the edge doesn’t require
upstream bandwidth. Some optical network evangelists pooh-pooh this argu-
ment, claiming that optical bandwidth is becoming so cheap that saving band-
width is not an important issue. Today'’s reality, however, is that many ISP POPs,

Border

Router

Border

Router

Intraprovider Core Server Farm

Figure 2.14 Intelligent edge—provider side.
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especially in rural areas, have limited upstream bandwidth, such as a single T1,
and are not likely to get more in the near term.

Another reason for edge caching includes reducing latency for retrieving
Web pages that many users will access. How many technologists need their
daily Dilbert fix? How many times, however, does the Dilbert page need to be
loaded from United Media’s site? How much better can latency be if it can be
loaded locally?

Yet one more reason, still to be proven on a large scale, is that customized
content, such as video pay-per-view (especially with a VCR-like function that
allows rewinding) is inherently a parallel processing problem. This problem
lends itself for distribution to POPs, although it may also lend itself to distribu-
tion onto set-top boxes at the subscriber location. A key determining factor will
be whether the links from the POP to the customer premises are fast enough,
and storage at the customer cheap enough, to download entire movies and have
the VCR function be local. Otherwise, it will be necessary to maintain individ-
ual subscriber state on streaming video servers.

Provider-oriented routers can either connect edge sites into the core of the
edge site operator or can be border routers that interconnect the edge to third-
party IP providers. Optical economics may make it cost-effective to simply
place optical multiplexers at edge locations and backhaul traffic to IP provider
sites. In such cases, the optical subsystem at the edge is effectively an interface
extender for the remote provider router. Note that there is a loss of intelligence
at the edge with this option using current optical equipment. If intelligence is
required (the separate treatment of currently multiplexed streams), it will have
to be performed elsewhere.

Provider Core Strategies

One of the counterintuitive truths about routing is that routing is more scalable,
not less scalable, when the amount of routing information available is mini-
mized. An especially important place to minimize information is the intra-
provider core (Figure 2.15). There will be more on this at the end of the chapter.

People still refer to the “Internet core,” but it really no longer exists. Service
providers, however, are very concerned with their own core. An intraprovider
core is under the control of a single provider, and is used to interconnect the
edge sites of that provider. Connections to other providers, to server farms, and
to customers do not belong in the intraprovider core. Such cores certainly can
have internal routers for aggregation and to find alternate paths. In cores of any
appreciable size, an interior routing protocol is needed for path discovery.
Recent interest in subsecond convergence [Alaettinoglu 2000a] is especially rel-
evant to intraprovider cores.
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Current Exchange Practice

“Major” exchange points, in North America and Western Europe, are most com-
monly peering points between lower-tier providers. Major exchange points,
operated by large providers or specialized exchange operators, contrast with
smaller cooperative metropolitan exchanges. Such providers still buy transit
from major providers and have direct connections to their transit providers.
While such connections may physically be in the same building as the exchange
point, they do not go through the exchange fabric.

Even in these areas, there are a significant and growing number of metropoli-
tan exchange points in cities that may not be on the largest provider backbones,
such as Tucson, Toronto, and Baltimore. Providers and selected enterprises in
these areas are interested in decreasing their bandwidth requirements to their
transit providers by finding direct paths to local peers. Note the financial savings
that come from not requiring as large a pipe to the transit provider.

Traditional exchanges have had a layer 2 fabric. In smaller areas, especially
in developing countries where intercontinental bandwidth and local expertise
in interprovider routing are limited, there has been considerable interest in
layer 3 exchanges. Exchanges historically have been provider-only, but the dis-
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tinctions among large content hosting centers and exchanges have been blur-
ring. See Chapter 12 for details of pure routing exchanges, and Chapter 13 for
the hybrid content/routing exchanges.

What Are All These Devices Doing?

Cross-cultural contexts require precision in terminology. We have multiple
problems in that different technological cultures use the same words to mean
different things. We also have the problem of running into conceptual brick
walls because nonobvious principles remain unknown. Let’s discuss some of
these key concepts, both the commonly used ones and those underlying them.

Control Planes: IP Equivalents to
SS7 Success

With the increasing separation of control and switching processing, it becomes
practical to add the type of capacity that is needed. While there certainly are
exceptions (for example, switches serving rock concert reservation desks or
talk radio), switching and port capacity tend to be limits before a system runs
out of control capacity.

Most of the work on the OSI Reference Model was done in the 1970s,
although the model was formalized in 1984. A new architectural effort, Broad-
band ISDN (which included ATM), was begun, and one of its objectives was to
clarify the control and management functions where the original OSI model
was deficient. The original OSI model concentrated on user information trans-
fer. In Figure 2.16, you will see how the B-ISDN work separated C-plane control
functions (that is, from the subscriber to the provider edge) and M-plane man-
agement functions (that is, internal to the provider) from U-plane user informa-
tion transfer. Outside telephony, current usage tends to merge the M and C
planes and generally refer to a control plane. One of the reasons that telephony
management functions are quite efficient is the use of a separate control net-
work. See “Internal Provider Control” in Chapter 7.

IP versus Provider-Operated IP versus
Public Internet

One of the great sources of mismanaged expectations is equating any provider
service based on the Internet Protocol (IP) with a provider of services con-
nected to the global, public Internet. What's the difference? Originally, the term
catenet referred to a set of interconnected, separately administered networks—
networks that were concatenated. IP emerged as a basic mechanism to use in



Chapter 2

C-plane

Off-hook, dial tone,
dialing, ringing M-plane

IGMP, RSVP, and other Internal path setup

control/signaling protocols Routing protocols
Manage-
Control |« | Control e
P
User User User User
>
U-plane
Talking

User data flow

Telephony protocols
Data networking protocols

Figure 2.16 U/C/M Planes with B-ISDN and IP equivalents.

interconnected networks, and the term internet came into largely academic
use for such networks.

The global Internet (uppercase), as we know it today, is the set of separately
administered networks (specifically autonomous systems) that participate in a
common addressing scheme and whose connectivity is achieved using the Bor-
der Gateway Protocol (BGP) (see the following text). Since there is no single
operational authority controlling the Internet, there is no way to enforce ser-
vice level agreements across it. The Internet provides many and useful func-
tions, but it remains the largest successful anarchy in the history of mankind.

It was said of fascist powers that they at least made the trains run on time. If
the trains in question are made up of packets, making them run on time—in the
sense of service level agreements—does take some central authority. At the
very least, it takes a set of contractual agreements among providers, who con-
tract to provide defined levels of service for known traffic.

Routing, as Opposed to Routing:
Internet versus Telco Traditions

It is rather difficult to go anywhere without knowing where you are going. You
need a set of directions, a map, or a wise guide. In networks, we generally speak
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of the means by which directions are obtained as part of routing. Routing, how-
ever, includes many things. In many discussions, the subcomponents of routing
differ in telecommunications and data contexts. On advice of my feline asso-
ciate, Clifford, who believes fur is one of the essential truths, I shall refer to
“furbling” rather than these overloaded technical terms, and define the archi-
tectural components of furbling. I will show that it can be approached more
generally, with more software and architectural reuse, than we have been
doing.

It's always a bit troubling to discuss even the cost engineering approaches of
the U.S. intelligence community, for there is always the concern one will cross
that threshold of “we could tell you, but then we would have to kill you.” Trust-
ing that Agents Scully and Mulder will show good sense, I will refer to refine-
ments in the U.S. satellite intelligence collection systems. These systems
originated and proliferated as “stovepipes,” with all requirements driven by a
particular type of information to be collected: communications intercepts,
radar location and surveillance, optical imagery, and so on. This resulted in
constellations of specific satellites in the same orbit, over the same targets,
with incredibly expensive launch and operational costs repeated many times.
Fairly recently, it was realized that the satellites proper were often character-
ized more by the nature of their orbit than what they collected. Some types of
information are best collected from low earth orbit, such as close-look
imagery and intercepts of low-power, line-of-sight signals, both communica-
tions intelligence (COMINT) and electronic intelligence (ELINT). Other types
of information, such as missile early warning, are better collected from high or
geosynchronous orbit. When the requirements for satellites were recatego-
rized according to where they need to orbit, and combining sensors onto them,
costs drop radically.

And so it is for what we call routing. But we may never achieve those
improvements in cost and functionality if every group insists on its own termi-
nology, or on its own definitions of words shared by other groups. Let me there-
fore introduce some of the things one does when one furbles.

SOME ESSENTIAL CONCEPTS

In modern relays (and more about them later in this chapter) the forwarding
and control planes are separated. At a high level, remember that the routing
information base (RIB) contains the assembled knowledge of the control plane.
The forwarding information base (FIB) is derived from the RIB and distributed
to the forwarding plane elements, where it is used to make forwarding
decisions.
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Topology Discovery

Topological information is no more than identifying nodal points and the arcs
that connect them. As shown in Figure 2.17, topology discovery mechanisms
include learning about directly connected media through hardware status and
learning about distant media through information provided by dynamic routing
protocols. Router Garlic learns about nonconnected networks through routing
protocols from Basil. Basil, in turn, learned about distant networks from
Oregano. The reverse path, in which Garlic tells Basil about its networks, is
omitted from the drawing simply for graphic simplicity.

At the transmission system level of topology discovery, for example, we have
synchronous optical network (SONET) sections, paths, lines, and knowledge of
the next node on aring. At the application endpoint (as opposed to midbox), we
have knowledge of prefixes/subnets and hosts/routers on them. At the bridging
level, we know about Message Authentication Code (MAC) addresses and
bridge ports. In a product, we may discover this information through manual
configuration, through local hardware, through the announcement/update
mechanisms of certain protocols, and through directory and directory-like
servers.

As part of the discovery mechanism, individual interface costs are usually
learned. The general approach in IP routing is to establish a metric for a route,
which is the sum of interface costs along that route (Figure 2.18). Keepalive
mechanisms can detect the failure of local next hops, signal the information
that a particular path is not available, and trigger fallback and/or route recom-
putation. Keepalives are complemented with hardware detection of errors.
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20“:_6' Basil
arfic 3.0.0.0/8
. . . 4.0.0.0/8
Neighbor relationship i ) )
- —-—-—-— = > Neighbor relationship
“«---»
R R »

Reachability relationship
between garlic and oregano

Figure 2.17 Topological relationships and discovery.
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Figure 2.18 Costs and metrics.

The hello mechanisms of interior routing protocols are often the way in
which link failures are detected, especially on media such as 10/100 Ethernet,
which has no hardware failure detection mechanism or data-link layer
keepalive protocol. Other applications for using hellos to detect failures are on
individual virtual circuits in frame relay, where the physical WAN interface
remains up but a virtual circuit goes down, and, for any of an assortment of rea-
sons, the LMI does not signal the failure. In many frame relay networks, how-
ever, the layer management interface (LMI) is a reliable means of determining
when a virtual circuit changes status. Simple Network Management Protocol
(SNMP) notification also is a means of detecting a status change.

BANDWIDTH CONSERVATION FOR KEEPALIVES

The Open Shortest Path First (OSPF) and Routing Information Protocol (RIP)
routing protocols have “demand circuit extensions,” which deliberately
suppress the hello function and make an optimistic assumption that links are
always up unless network management (configuration or fault management)
notifies the routing process of the status change. Efforts are made to pass only
significant nonadjacent topology changes along demand circuits.

While demand circuits were conceived as a means of preventing excessive
dial-up circuit use, where the hellos might cause dialing on demand even
though there is no user traffic to send, they have found other applications. In
particular, they are useful on very-low-bandwidth links, such as high-frequency
radio (for example, U.S. Coast Guard ship transmitters) or where the
transmission plant is very poor (for example, the former Yugoslavia). These
techniques offer promise for bandwidth conservation in the wireless Internet.
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Link Load Sharing and Link
Failure Circumvention

One of the fundamental features of furbling is hiding information inside one
layer from a layer above or below it. Information hiding is the computer sci-
ence term, but I prefer Schwarzenegger’s Second Law. [For my first law, see my
WAN Survival Guide (Wiley, 1999.)] The guiding principle here, according
either to Schwarzenegger or a computer science professor, is: “Lie.” The com-

SCHWARZENEGGER’S LAWS OF NETWORKING

It seems all too little known that action star and bodybuilding champion Arnold
Schwarzenegger is a very intelligent man with a wicked sense of humor. (It
should be obvious that any Republican who marries into the Kennedy clan has
to have a sense of humor!) He has a deep understanding of human psychology,
which a few insightful critics realize is expressed in his sensitive, introspective
movies intended for the intellectual audience, such as Commando.

Early in Commando, Arnold is captured by The Bad Guys, and put into one of
those Classic Situations from Which He Cannot Possibly Escape. One of the Bad
Guys mocks Arnold, who calmly replies, “You know, Solly, you are a very funny
man. | like you. Just for that, 1 will kill you last.”

Of course, Arnold escapes within minutes. After the traditional car chase, he
captures his first Bad Guy, who turns out to be none other than Solly. Arnold
uses modern psychotherapeutic techniques, based on rational emotive therapy,
to interrogate Solly. He puts Solly in the proper environment for his counseling,
which, in this case, means that he holds Solly by his foot over a thousand-foot
drop. In response to Solly’s defiant refusal to tell Arnold what he wishes to
know, insisting what Arnold wants is not important, Arnold sagely responds,
“No. Only one thing is important to you now.”

“What's that?”

“Gravity.”

Arnold has used a fine therapeutic technique with Solly, helping him see the
rational consequences of his initial emotional response. With that help, Solly
tells Arnold everything he wants. Solly then realizes he is still hanging by one
foot over a thousand-foot drop, and cheerfully reminds Arnold, “Remember?
You were going to kill me last?”

Arnold calmly opens his hand, saying; “I lied.”

And that is Schwarzenegger's Second Law of Networking: Lie. If an upper
layer has certain expectations of a lower layer, and the lower layer does not
provide a service matching them, insert a shim layer between the two. This
shim layer will tell the upper layer what it wants to hear.

In the same movie scene, Arnold also demonstrated his Third Law. Returning
to the car, Rae Dawn Chong asks, “What happened to Solly?” Arnold replies, “I
let him go” And that is the Third Law: do not retain resources when they are no
longer needed. There are many kinds of inverse multiplexing (shown at a high
level in Figure 2.19), but they all share a common property: the lie.
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Figure 2.19 Multiplexing and inverse multiplexing.

mon property is that the layer where the multiplexing takes place lies to the
layer above it, giving the impression that the upper layer is transmitting and
receiving over a single link.

Inverse multiplexing obviously is a way of sharing load, of making more
resources available than any individual link can provide. In addition, however,
inverse multiplexing can add significant fault tolerance. If one of the links in the
inverse-multiplexed “bundle” fails, and the load can be redistributed over the
remaining links, the layer above will not be aware of a link failure. There might
be a loss of a packet or frame, but the bundle will appear to be unchanged. Of
course, if the links of the bundle are all appreciably loaded, the upper layer may
notice performance degradation. A general rule in queueing theory suggests
that performance begins to drop when utilization exceeds 50 percent. If, how-

MANY DISTRIBUTION METHODS

There are many ways to distribute load over multiple frame or packet links. The
three main methods are round-robin per packet or per frame, per destination,
and source-destination hash. Per-destination methods are the most likely to
become unbalanced in bandwidth over the various links, and thus suffer the
greatest impact on performance if a heavily loaded link fails. Round-robin is
bandwidth-efficient, but requires significant processing and also may impact
the performance of a host performance because it is especially likely to cause
out-of-sequence frames. See [Berkowitz 1999] for a detailed discussion of the
advantages and disadvantages of specific load distribution mechanisms by
routers, and [Berkowitz 2000] for a discussion of load distribution among
servers.
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ever, the bundle were composed of two links and utilization of any one link
were never allowed to exceed 25 percent, a single link failure would be trans-
parent to the upper layer.

Inverse multiplexing is not the only way to circumvent link failures at the
layer associated with the link, or perhaps involving a control mechanism only
at the layer above it. If the transmission system is either logically or physically
circuit switched, a new link can be created on failure. Even with nonswitched
media, backup links can be maintained as hot standbys (Figure 2.20). The dot-
ted ring is the backup to the solid working ring(s).

One of the challenges of network design is the trade-off between ensured
availability of backup facilities and the cost of having unused backup facilities
not generating revenue. SONET supports both the 1+1 mode, in which there is
a backup ring for every active ring, and the 1:N mode, where there is one
backup for every N active rings. One of the arguments for routing and MPLS
rather than SONET-style restoration is that there are a greater potential number
of alternate paths and that less capacity needs to be left idle for backup.

Circumventing Relay Failures

Relays interconnect links: routers at layer 3, bridges and WAN switches at layer
2. Much as transparent circumvention of link failure is a subtle yet important
part of furbling, so is transparent circumvention of relay failure. Since relays
can be complex devices, recent work has proposed means of circumventing
failure of subsystems of relays as well as the entire relay.

An example of the first method, exemplified by IETF’s Virtual Router Redun-
dancy Protocol (VRRP) [RFC 2338] and Cisco’s Hot Standby Routing Protocol
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(HSRP) [RFC 2281], is a strict interpretation of Schwarzenegger’s Second Law.
The lying, in this case, is to hosts. The hosts are given an IP address for a default
gateway router to reach destinations outside their subnet. In actuality, this is a
virtual address shared among multiple routers (Figure 2.21). The actual VRRP
or HSRP messages flow between the routers; the hosts do not see them. In each
redundant router group there is a primary and secondary router. The primary
router sends periodic “go back to sleep” messages to the secondary router. If
the secondary router does not hear such a message, presumably because the
primary router went down and is unable to send it, the virtual router address
activates on the secondary router, and the hosts will continue sending to the
virtual address, unaware of any failure. One of the nuances of these protocols
is that there is both a virtual IP address and a virtual MAC address, so the
Address Resolution Protocol (ARP) caches of the hosts remain valid.

Certain techniques have historically been used only with LANs, but as vari-
ous techniques called Ethernet enter the carrier space, they should be consid-
ered. As you will see in Chapter 8, I consider it unwise to use the more complex
topologies practical in LANs in the wide area, although Ethernet-style physical
and data link standards are perfectly reasonable.

In a general LAN, the Institute of Electrical and Electronic Engineers (IEEE)
802.1d spanning tree algorithm is used to recover from link or bridge failures.
Unfortunately, forwarding stops while the spanning tree topology is being
recomputed. Figure 2.22 shows a technique, based again on Schwarzenegger’s
Second Law, for speedy recovery after failures. The spanning tree algorithm is
general, searching everywhere for potential bridges that might offer useful
paths. In practical LAN designs, however, the network engineer knows what
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Router HSRP Router
#1 #2

x.y.z.1/24 primary
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X.y.z.5/24 unique X.y.z.6/24 unique
Default gateway Default gateway
set to set to
x.y.z.1/24
Firewall
#1
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Internal Router #1 Internal Router 2 #2

Figure 2.21 Router fault tolerance.
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paths exist in the hierarchy. Using a proprietary extension to spanning tree
such as Cisco’s Fast Uplink feature, where spanning tree would eventually find
a single backup bridge/switch at the next level of hierarchy, the hierarchically
lower switches simply can be programmed with the address of the backup
switch. Essentially, the switches are told by the person configuring them, “Trust
me. I'm the network engineer.”

There is another emerging approach entering layer 3 routing. In the real
world, the routing control mechanism can fail, but what that really means is
that updated information will not arrive at the router until routing control
recovers. In telephony, if the SS7 control system fails, calls in progress are not
dropped, but new calls cannot be made until the system recovers. These new
routing approaches use much the same logic. They will continue to use the
existing FIB to forward packets.

Over time, the FIB will become increasingly stale, and more and more pack-
ets will be sent to incorrect destinations, where they will be dropped. There is
an underlying optimistic assumption that the routing control system will
recover soon, and far less damage will be done by the few misrouted packets
than would be by invalidating the entire FIB and refusing to route any packets.

Route Computation

Once a node has topological information, it can apply an algorithm that pro-
duces routes. Routes can be optimized for next hop behavior or for end-to-end
connectivity. At the IP level, we have two major methods for producing routes.
It is not quite appropriate here to use the term algorithm. While the major tech-
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niques—distance vector, path vector, and link state—are associated with cer-
tain algorithms, even without additional constraint-based routing, those algo-
rithms are only part of the process. Distance vector is not used as the main
mechanism of any carrier-class standard routing protocol. Path vector is the
mechanism of the Border Gateway Protocol, used between providers. Link
state, the basis for the OSPF and Intermediate System-Intermediate System
(ISIS) protocols used for intraprovider cores and enterprise routing, uses mod-
ified Dijkstra algorithms to calculate intraarea routes, then uses linear methods
to add interarea and external routes. In modern protocols, flexible metrics can
be used at each of these levels, including multiple constraints. A constraint can
have the semantics of a simple preference factor for a link (for example, band-
width or delay), but can also involve a concept of resource reservation (for
example, decreasing available bandwidth after each reservation, and, after all
the resource is allocated, excluding the link from further assignment) or a qual-
itative policy rule. Policy rules are most important for exterior routing, and also
may involve consulting the active RIB as well as the routing table generated by
a particular information source.

Basic Interior Routing

For IP, link state and distance vector are used for interior routing protocols,
called interior gateway protocols (IGPs) for historical reasons. Unconstrained
IGPs have the following basic assumptions:

1. If you can find a single path to a destination, use it.
2. If there is more than one path to a destination, compare metrics.
m [f one of the paths has a lower metric than the others, select it.

= [f more than one of the paths have equal metrics, declare them eligi-
ble for load sharing.

3. If you have no other path to a destination and a default route is defined,
use the default route.

Many additional constraints can apply to these basic rules. For example, in
OSPF, an intraarea route is always preferable to an interarea or external route
regardless of metric; an interarea route is always preferable to an external
route; and a type 1 external route is always preferable to a type 2 external route.

In optical discussions, the term constraint seems to be used in a more
restrictive way, often in connection with capacity. Yet there are resource-
sensitive extensions to IP routing protocols, such as OSPF and ISIS with traffic
engineering extensions (OSPF-TE and ISIS-TE), which add data structures for
carrying reservation information. OSPF and ISIS with optimized multipath
extensions (OSPF-OMP and ISIS-OMP) optimize multihop routes based on peri-
odic sampling of utilization throughout the routing domain.
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Another way of looking at constraint-based routing is that it introduces traf-
fic management and other policies into routing protocols that originally were
intended only to establish reachability.

Basic Exterior Routing

Path vector, the basic algorithm of BGP, should be considered part of a reacha-
bility protocol rather than a more general routing protocol. The sequence of
events in exterior routing is as follows:

1. Listen to peers announce potential routes to a destination. Apply ingress
filters to them, delete those denied by policy, and change attributes as
required by acceptance policy. Store these in a per-peer or per-peer-
group Adj-RIB-In.

2. Test the selected routes to see if they are preferable to your existing
route, or go to new destinations. Subject to additional constraints (for

MPLS IS NOT A PANACEA

MPLS, and associated protocols such as Label Distribution Protocol (LDP), RSVP
with Traffic Engineering (RSVP-TE), and Constraint-Based Routing LDP (CR-LDP)
are neither topology discovery nor route computation protocols. Their role
comes later in this discussion. Unfortunately, many people in the industry,
especially those working for telephone companies or for vendors specializing
in the telephone market, assume MPLS is a total replacement for IP, and

that the confusing topic called IP routing will somehow go away. They are
wrong, because MPLS is an overdrive to conventional IP routing. The idea of

an overdrive, unfortunately, can be misleading. Originally MPLS and its
predecessors were seen as faster means of forwarding than conventional router
lookup. Routers (which admittedly may be called layer 3 switches by some
marketers) now can have sufficient hardware assistance for route lookup, and
fast enough lookup algorithms, that MPLS forwarding is not significantly faster
than router forwarding.

The distinct value of MPLS is its ability to place useful equivalents to circuits
between connectionless IP and a variety of transmission media. MPLS is
sometimes jokingly called “ATM without cells,” but one of its attractions is the
ability to do the sort of traffic engineering and QoS control that is much easier
with connection-oriented than connectionless services. MPLS also has features
that make it useful for VPN creation, especially involving multiple providers.
Another attraction of the MPLS work is its generalization into Generalized
MPLS (GMPLS), which will allow a largely common control plane to control
transmission systems that do not understand packets. Such systems include
optical and multiplexed transmission technologies.
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instance, whether you have a valid hop to the new route), replace the
selected route or add it to the BGP Loc-RIB.

3. For those routes that pass both the requirements of entry into the Loc-
RIB and the main RIB (see next section), store these routes in per-peer
or per-peer-group Adj-RIB-Outs and advertise them to peers as specified
by advertising policies.

There may be direct importing and exporting between different route com-
putation processes, or routes may be imported from the RIB.

Route Selection

Take routes determined in route computation and compare the routes learned
from different computational sources, some of which may be preferred to
others. Install the selected routes in the RIB, deriving a FIB from it as appropri-
ate (Figure 2.23). The basic process is defined in [RFC 1812], but all major ven-
dors have extended it. Establishing preferences among various routing
information sources, such as route weight in Bay RS or administrative distance
in Cisco IOS, is most common. Load sharing extensions also are common. The
RIB, defined as the repository of routes the router is actually using to route,
also becomes part of path computation by specific protocols. BGP, for example,
will not advertise a route that has a next hop that is unreachable according to
the RIB.
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Figure 2.23 Selecting among routes.
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Forwarding

Classical routers make forwarding decisions by looking up the packet header in
the FIB, and—assuming a matching destination address is in the FIB—for-
warding the packet to the next hop indicated by the FIB entry. Classical bridges
make decisions in a different way, but still based on header information in indi-
vidual frames. MPLS forwarding devices make hop-by-hop forwarding deci-
sions based on the label in each packet, and higher-layer forwarding devices
still make per-packet decisions. Figure 2.24 summarizes these decisions.

It is a fairly general trend in high performance routers to separate the for-
warding plane from the management and control plane. Forwarding tends to
need specialized hardware, but not huge amounts of intelligence. Routing (or
furbling) control, however, is processing- and memory-intensive.

A fundamental architectural element of advanced furbling is the distribution
of FIBs to line cards (Figure 2.25). Most high-performance routers do this in the
internal fabric, but there are proprietary protocols that allow the control plane
and the forwarding plane to be in separate boxes, such as Cisco’s client/server
multilayer switching control protocol. The IETF FORCES working group is
exploring standardized protocols for communication between the control and
forwarding planes.

In telecommunications, there has always been the ability to forward on a real
or virtual circuit basis: from one switch port to another, or from one multiplexed
time slot to another. The Generalized MPLS (GMPLS) initiative unifies the setup
of forwarding tables for circuits and packets, which may involve path setup.

Path Setup

In certain situations, before a path can be used for forwarding, it may need to
be created (that is, resources may need to be assigned). This could be a hop-by-
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Figure 2.24 Per-data-unit forwarding decisions.
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Figure 2.25 Modern router with distributed forwarding.

hop reservation of resources, a dial or equivalent virtual circuit setup, a mutual
notification of directories, and so on. The emphasis in this step is deciding that
end-to-end resources are available before hop-by-hop forwarding is told to use
the path.

In MPLS, label distribution protocols (LDP, CR-LDP, RSVP-TE) set up paths.
A variation of LDP, the Generic Switch Management Protocol (GSMP), can be
used to set up paths in layer 1 cross-connects. See the MPLS discussion in
Chapter 6. The original RSVP had a model of hosts initiating resource reserva-
tions for microflows (individual source-destination pairs). This approach has
limited scalability. RSVP has also been used to allocate bandwidth between
routers. It is worth noting that protocols conceived as host-initiated, such as
RSVP, Internet Group Membership Protocol (IGMP), and so on, often use soft-
state models. Most traditional path setup functions are hard-state connection
establishment mechanisms. Soft-state models require periodic messages to
maintain the reservation, or else it is released. Hard-state models retain a reser-
vation until it is explicitly released.

GMPLS extends the use of MPLS setup protocols to define paths on which
the forwarding decision is not on a per-packet basis. Packet forwarding is still
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supported, but forwarding can also be defined for optical wavelengths (lamb-
das), multiplexed time slots, and physical ports.

In traditional WAN terms, a network-to-network interface (NNI) or broadband
carrier interconnect (BCI), when initiated by interprovider gateways, triggers a
user-to-network interface (UNI) when edge hosts initiate the path request or
routers and path setup. Q.2931 call establishment in a private network-to-
network interface (PNNI) environment is one good example. TL/1 commands to
cross-connects are another example.

The UNI versus NNI distinction may not be a good one in a primarily provider
environment, but it is worth distinguishing between path setup mechanisms
that are primarily intended for edge devices requesting service and network ele-
ments asking for resources inside the cloud.

Provider Relationships: Peers and the
Trail of Tiers

One service provider may be a customer of another, higher-tier provider. In
such cases, the router at the lower-level provider is a border router with respect
to its own autonomous system (AS), but is a provider access router with
respect to the higher-level provider.

One confusion in BGP is the word peer. It is confusing because there really
are two distinct usages of the same word, one at the protocol level and one at
the policy level. At the protocol level, two routers that are BGP peers simply
have a BGP session running between them over a TCP connection. This is an
important level, because if you don’t have session-level connectivity, the higher-
layer things in BGP cannot happen. BGP protocol peering is at the level of pairs
of routers. The other meaning is at the policy level, and refers to a business rela-
tionship between entire ASs. In policy level peering, pairs of ASs decide either
that they have the same status or that one AS is at a higher level in the food
chain. When two ASs decide they are peers in the sense that they have compa-
rable customer bases and routing infrastructure, they also assume there is a
roughly equal relationship in which they have approximately the same number
of customers. They decide it is to their mutual benefit that their customers
reach one another. They do not pay one another for routing information, but
simply advertise their customers’ routes to one another. They emphatically do
not exchange their full Internet routing tables.

In contrast, when an enterprise “buys transit” from a service provider, there
is an unequal consumer-provider relationship. The consumer pays the service
provider for Internet access. The consumer may choose to receive the full Inter-
net routing table from the service provider. Another option, quite commonly
used in load sharing, is to have the service provider send only those routing
table entries that go to the ISP’s directly connected customers.
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Interprovider relationships often are stated with respect to “tiers.” While
there are no formal definitions of a tier, and salespeople often and meaning-
lessly harp on their elite tier status, there is utility to the basic idea, which
places the largest providers at tier 1. Marketers for one provider whose busi-
ness is interprovider connectivity and brokerage have elected themselves tier 0,
but the industry, thankfully, has ignored this term. There is a regrettable ten-
dency for the sales team of one provider to try to convince the consumer that
whatever their competitor’s tier, they are at a higher one.

Emphasizing that the distinctions have not been formalized, the usual defini-
tion of a tier 1 provider includes the following:

m The provider obtains all its route information from bilateral peering or
its own internal routing system. It never buys transit.

m The provider either owns or operates a high-speed continental or inter-
continental backbone. When the term ¢ier 1 emerged, such backbones
needed DS3 speed, but OC-3 or faster is more appropriate today.
Recently, Cable and Wireless raised industry eyebrows by requiring their
peers to have a minimum backbone speed of OC-48.

m The provider has 24-h routing engineering/operation support available,
at least to peer providers.

m The provider is present in at least two major exchange points, and prefer-
ably five or more. This does not preclude additional bilateral peering.

A practical, although unfortunately circular, definition is that tier 1 providers
principally connect to other tier 1 providers, or to their own customers. Tier 2
providers have largely been absorbed into tier 1 providers, but they typically
are regional networks differing from tier 1 providers principally with respect to
geographic scope. The classical tier 2 provider was one of the original NSFNET
regional networks. Things become much less clear below tier 2, although tier 3
is sometimes considered a metropolitan or similar local area provider that does
have multihomed uplinks, while tier 4 is an access provider without multi-
homed uplinks.

An Introduction to Scalability Issues in the
Modern Internet

The modern Internet is an evolution from the ARPANET, NSFNET, and its ear-
lier implementation. Christian Huitema has commented that the Internet has
repeatedly been saved by just-in-time inventions that meet the scalability prob-
lem of the day. Many of these inventions were refinements of existing methods.
With the continuing growth of the Internet, it becomes increasingly clear that
some of these methods have reached their limits, and new technologies are
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needed. One of the most basic concerns is that the original Internet exterior
routing protocols dealt with a simple single-core model. The first version of
BGP [RFC 1105] introduced the notion that a given autonomous system (AS)
might have more than one BGP-speaking router, and that these routers needed
to have a consistent view of the different ASs with which they might communi-
cate. The basic operational assumption, however, was that each AS would
announce a small number of addresses. Remember that classless addressing
only was introduced in version 4 of BGP. Prior to BGP-4, ASs typically
announced only one or a very small number of classful prefixes. At first, these
announcements had a very simple purpose: to state that the particular AS
offered to route to the announced prefix. Traffic engineering was not an objec-
tive, nor was complex and conditional alternate routing.

Several scaling problems came together in the early 1990s. One, presented as
“address exhaustion,” was really a shortage of the especially convenient Class
B addresses. Another factor was the capability of the most widely deployed
Internet core routers of the time, the Cisco AGS. This router had only 16 Mbytes
of RAM, so there was difficulty in physically storing a large number of routes.
Memory is not a major issue in more modern routers. See Chapter 9 for more
discussion of BGP routing implementation issues.

CIDR-Style Provider Aggregation

In the early 1990s, it was realized that the classful addressing technique was at
the root of the immediate problems. The classful world had a problem that
appeared similar to Goldilocks and the three bears: Class A was too big, Class
C was too little, and only Class B was just right. Class B, however, with its
potential for 64K hosts, was really far too big for most enterprises, and wasted
a great deal of space. One of the fundamental assumptions in the Classless

AUTONOMOUS SYSTEMS: THE DEFINITION EVOLVES

The current definition of an AS is introduced in RFC 1930. The key elements of

this definition are that an AS consists of a set of address prefixes (and routers)
and that these routers may be under the control of multiple organizations. The
utterly key criterion, however, is that all of these organizations must present a

single and consistent routing policy to the Internet.

Having a single and consistent routing policy emphatically does not require
the AS to advertise to, or accept from, the same set of routes to every
neighboring AS. Policy elements can be specified with respect to single ASs, or
even single routers. It is the complete set of routing policies that must be
consistent.
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Inter-Domain Routing (CIDR) addressing architecture was to start allocating
not on the rigid 8-bit boundaries of classful addressing, but on arbitrary bound-
aries. With arbitrary allocation, the amount of address space allocated was
based on actual needs rather than artificial administrative boundaries.

Geographic and Other Aggregation
Schemes

Provider-based aggregation is inherently anticompetitive, as it tends to lock
customers in to a single provider. If a customer wishes to change providers, it
needs to renumber. Consider the North American (telephone) numbering plan

OCTETS LEAD TO EVIL THOUGHTS

Classless allocation, however, was only one part of CIDR. Another key part was
supernetting, a means of reducing the number of routes in the global routing
table [RFC 1338]. Consider the topology in Figure 2.26. All the enterprises and
local ISPs connect to the Internet via a national-level provider, AS1. The various
customers of AS1 have various peerings among themselves, such as a mutual
backup scheme among local providers AS111, AS222, and AS333. It is perfectly
reasonable for these local providers to have specific routing policies with one
another, but these policies do not need to be seen at the global level at which
AS1 operates. For the sake of this discussion, assume the local providers have
no upstream providers other than AS1.

It also can be reasonable to have AS1 customers (for example, AS333 and
AS444) that connect to the upstream provider at several geographically
dispersed edge points of presence. See Chapter 10 for a more detailed
discussion of multihoming to a single provider. Since none of the AS1
customers are reachable by other than AS1, the rest of the world (ROW) only
needs to see the set of addresses that AS1 can reach. AS1 certainly can have
more detailed internal policies among its customers.

What addresses, however, do those customers actually have? For historical
reasons, some AS1 customers may have their own provider-independent (PI)
address space. As shown in Figure 2.27, their upstream has to announce their PI
block if it is to have connectivity. If new customers, however, obtain provider-
assigned (PA) assignments of part of AS1’s space, the details of these
assignments do not need to be seen outside AS1. In the absence of other
factors not considered in the original BGP design, such as a desire to do traffic
engineering, the ROW will work quite well if it only sees the aggregate address
advertised by AS1.

For more details on address allocation and assignment, see Chapter 5, and
for the applications of address aggregation, Chapters 9 through 12.
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Figure 2.26 Basic provider aggregation.
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Figure 2.27 Advertising provider-independent space.




The Service Provider Landscape

77

(NANP). The high-level part of a national telephone number—the area code—
does not depend on the customer’s telephone company. Instead, the signifi-
cance of the area code, and that of the exchanges below it, is geographic. It is
perfectly reasonable to devise a telephone routing plan that aggregates num-
bers to the level of area code, much as CIDR lets IP addresses be aggregated to
the level of major providers. Unfortunately, existing IPv4 allocations have been
made without concern for geographic allocation—even provider-based alloca-
tion is relatively new. Geographic aggregation is under consideration in the
IPv6 addressing planning efforts, although provider-based aggregation is the
main focus there.

Overloading State into the Routing
System: An Introduction

Aggregation, whether provider- or geography-based, enormously helps the scal-
ability of the global routing system. In a highly aggregated environment, there
are fewer routes and the aggregated routes tend to be more stable. Reducing
the number of routes decreases requirements for both memory and the amount
of information to be transferred between routers. Increasing stability reduces
the processing load on route computation engines.

Increasing aggregation decreases the ability of enterprises and providers to
exert fine-grained control over the way traffic flows in the public Internet. The
first motivation for more fine-grained control is to improve fault tolerance, by
advertising alternate paths, through different providers. Multihoming for fault
tolerance is consistent with some of the spirit of BGP’s original design,
although it is not clear to what extent continued growth in multihoming can be
supported. Even more explosive scaling problems, however, may be coming
from a desire to influence traffic flow. Enterprise AS888 legitimately needs to
advertise its address space to both AS1 and AS2 in order to be reachable
through two different providers. The fault tolerance requirement, however,
would be met if AS888 advertised only one address space to both AS1 and AS2.
Assume, however, that AS1 is geographically closer to the west half of AS88S,
and AS2 is closer to the east half. It is the desire of AS888 to go to the “best”
provider for each of its hosts. Chapters 9 and 10 detail why such provider pref-
erence may, at best, be marginally achievable. The point to be made here, in the

BE RENUMBERING FRIENDLY

When enterprises design their IP infrastructures appropriately, renumbering
need not be approached with fear and loathing. See [Berkowitz 1999] and [RFC
2072] for information on renumbering-friendly design.
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context of scalability issues, is that AS888 will have to advertise three prefixes,
not one, to attempt traffic control as well as fault tolerance. The less specific
aggregate needs to be advertised to both AS1 and AS2 so that the entire block
is always reachable, but the more specific prefixes need to be advertised to
affect preferences.

Looking Ahead

In the first two chapters we have established the context for the service
provider marketplace. In the next two chapters, we will discuss how providers
decide which specific services to offer to their customers, and then how to
translate these external service definitions into technical policies that will
guide the internal provider network design.



Services, Service
Level Agreements, and
Delivering Service

The best test of truth is the power of the thought to get itself accepted
in the competition of the market.
—Oliver Wendell Holmes

What is truth?
—Pontius Pilate

No quality of service mechanism creates bandwith that does not exist.
—Paul Ferguson

“Letting the market decide” what it wants is all very nice in theory, but in prac-
tice suppliers need to decide what services they will offer and that they reason-
ably expect subscribers to buy. Subscribers, at least in their first look at the
market, will do best if they buy commercially available services, demanding
customization only when essential.

For the service provider, one of the most fundamental questions is whether it
will be sufficient to limit user traffic at the edge and avoid complex QoS mech-
anisms at the core. This is not an unreasonable strategy, because economies of
scale happen in large cores. Overprovisioning need not be wasteful, especially
when brute force bandwidth is cheaper than precise control. You might think of
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this as throwing money at the problem, as opposed to throwing lots of money
at the problem.

Defining Services: The Context for Policy

Policy was originally a military term [Gorlitz 1975] referring to guidance by a
commander to subordinates, the goal of which was to help the subordinates
make the same decision the commander would, but in his absence. It was not
seen as rigid rules, but as guidance for intelligent people. The meaning has
evolved over time. Most readers have encountered the surly clerk who
responds, “It’s not our policy,” when he or she really means, “It’s not our rule,”
or, potentially, “Stop bothering me.”

Clausewitz defined war as the continuation of national policy by military
means: “War, therefore, is an act of policy. . . . not a mere act of policy, but a true
political instrument, a continuation of political activity by other means” [Clause-
witz]. In building a modern WAN, the customer first needs to decide on the rules
for continuing business policy into the geographic distribution enabled by WAN
service. Network architects need to help the customer clarify confused assump-
tions that go into policy formulation, and then to specify a set of means that carry
out the policies. A customer defines policies that represent business choices and
requirements. An example of such a policy in the telephone system is selection
of a long-distance carrier. The end user subscribes to a particular interexchange
carrier, and it is the responsibility of the local exchange carrier to be able to
reach that IXC. There will be levels of policies, and differences between the
broad policy definition and the specific enforcement of a technical policy.

When you work for a carrier, you need to verify that your connectivity to the
user sites (that is, technical policy enforcement for provisioning) is sufficient to
carry out the business policies you agree to with your customer. At the same
time, carrier staffs need to avoid providing to sites too much capacity that will
go unused (or unpaid for) for the expected project lifetime. There is a delicate
balance in providing facilities, however: It is extremely expensive to install new
physical transmission paths of copper or optical fiber. It is considerably less
expensive to install higher-capacity electronics at the ends of the path. The
trend is to install upwardly compatible facilities—either fiber that will support
a wide range of new optical technologies, or copper pairs that can support the
higher-speed digital subscriber line (DSL) technologies.

Having vented my spleen about misuse of the term policy, I must note that
there are some valid uses for it in modern networking. I suggest that a net-
working policy is most usefully considered a user objective. For example, the
applications staff of an enterprise might specify a quality-of-service policy for
an interactive transaction processing application, which would define the max-
imum latency the application needs in order to provide its response time goal.
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The information technology (IT) staff of this enterprise would refine this user
policy, determining the contributions of latency of the end hosts and the enter-
prise’s local network, and then determining the maximum latency of WAN links
used by the application. While the terms quality-of-service policy and service
level agreement are often synonymous, a service level agreement (SLA) is most
often a contract between the user of a service and the provider of a service. End
user organizations often write SLAs with their enterprises’ IT staffs, which, in
turn, contract with WAN providers for WAN SLAs that will work in the context
of the broader SLAs.

WAN service providers need to agree to SLAs that are achievable in the real
world. Quality-of-service documents glibly speak of “best effort” versus “guaran-
teed service,” and these terms will be discussed further in the next chapter. WAN
providers offering “guaranteed service” still have to conform to reality, no matter
how their sales departments plead. Providers executing a service under an SLA
might be faced with a choice imposed by limited resources. Under resource con-
straints, the policy executor must prioritize certain traffic to achieve a perfor-
mance objective. If internal network management traffic and application traffic
are contending for the same limited bandwidth, an intelligent executor will prior-
itize the network management traffic. Not to do so is to jeopardize the continuing
existence of the network. No service can be guaranteed on a broken network.

For providers and for their customers, policies must recognize the realities of
budgets. The monetary cost of a service is an obvious aspect of budgeting in the
network, but there are other things to budget. From a technical standpoint, any
interface to a provider has a certain bandwidth. If the bandwidth budget is
exceeded, something has to compensate. Some traffic may need to be delayed
or dropped if it is sent beyond the budgeted capacity. Time also needs to be con-
sidered in the budget. If it takes 16 weeks to have the latest, most expandable
optical fiber connection to the provider installed, but multiple copper circuits
are available in 2 weeks, is the value of long-term expandability worth 14 weeks
of delay in starting your connectivity? Do interim, lower-capacity methods
make sense?

Do not confuse policies and mechanisms! Policies are formal definitions of
the problem you are trying to solve. Chapter 1 looked at ways of identifying the
problem. Subsequent chapters will discuss mechanisms for enforcing policies.

Layers of Management: TMIN

Policy and management are closely related but different. A key concept in the
International Telecommunications Union’s (ITU’s) Telecommunications Man-
agement Network (TMN) architecture is applying the well-known technique of
layering to management. Services are visible to end users as a result of the
behavior of elements internal to the network providing connectivity. Figure 3.1
illustrates this separation of service, network, and element management.
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Figure 3.1 TMN model.

TMN was developed with traditional carrier models in mind, independently
of IETF work. Its model fits telephony traditions. The IETF view of policy man-
agement generally corresponds to what TMN calls network and element man-
agement. Policy specification is at the network level, while policy management
is element-specific. TMN breaks the management problem into four major lay-
ers, presented here from bottom up:

1. Element management. The direct monitoring and control of network
components such as routers and switches. It includes device statistics
collection, error detection, updating firmware, resetting devices, and so
on. While TMN describes element management as vendor-specific, it is
reasonable to generalize element management to managing the abstract
devices specified with management information bases (MIBs).

2. Network management. The monitoring and control of functions that
involve the interactions of multiple elements. From a monitoring stand-
point, network management could involve viewing the network topol-
ogy. Dynamic routing protocol exchange is a control function in TMN
network management. Network provisioning policy to enforce a given
degree of connectivity would be a good example.

3. Service management. The control and management functions that are
visible to the network’s users. Such users could be enterprises or value-
added carriers. End-to-end quality of service is associated with service
management, as is network accounting and user administration. WAN
providers will have their own sets of policies for providing services. Typ-
ically, there will be a price associated with each policy.

4. Business management. Strategic and tactical business requirements.
The user decision on selecting a long-distance carrier would be repre-
sentative of such a requirement.
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From the user perspective, policy is created at the business management
layer and mapped to service definition. A practical problem definition states
business objectives in a manner that can be mapped into service definitions
achievable by carriers. It also includes requirements for services operated by
the enterprise, such as campus networks. TMN concentrates on the lower lay-
ers of management, while the IETF policy work, although not defined in strict
TMN terms, starts at the upper layers.

Public versus Private

I cannot emphasize strongly enough that not all IP applications are best served
by Internet service providers, if the term ISP implies that the service provided
is access to the public Internet. Many mission-critical functions will use the
Internet Protocol, but for many reasons cannot mix their traffic with general
public traffic.

While it is possible for an enterprise to operate its own VPN, doing so typi-
cally is client/server-based and not as scalable as a provider-provisioned VPN
(PPVPN, defined as a VPN in which the service provider participates, or indeed
controls, the provisioning and operational management of the VPN). The IETF,
after many years of political squabbling, eventually decided that PPVPNs are a
meaningful area of standardization. Access to PPVPNs is discussed further in
Chapters 8; the overall PPVPN architecture is discussed in Chapter 13.

Bandwidth

Point-to-point dedicated lines would seem to be the most basic offering a car-
rier can make. The line is characterized by its bandwidth and a presumably
fixed latency.

Basic IP services can involve either dedicated or switched access. While ded-
icated IP access might seem straightforward, a bandwidth specification is not
completely meaningful. Typically, even when there is a dedicated access facil-
ity, its bandwidth refers only to the speed of the link between the customer
premises and a provider POP. Oversubscription of a link means that the total of
all potential inputs to the link is greater than the link capacity. For example, the
physical link in Figure 3.2 is potentially oversubscribed if all the frame relay vir-
tual circuits burst simultaneously. The reality, however, is that most network
traffic is bursty, and there is a fairly good chance not all channels will want to
transmit simultaneously.

Oversubscription is not evil, but the degree of oversubscription on a particu-
lar service is, at the very least, a major implementation policy on the part of the
provider. Specific oversubscription levels are rarely made available to cus-
tomers, although certain services differentiate in the marketplace, based in part
on the level of oversubscription they use. Figure 3.3 shows the positioning of
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Figure 3.3 Oversubscription and services.

“bronze” (consumer grade), “silver” (business grade), and “platinum” (pre-
mium) services. In a simplistic model, the egress router checks the queues of
each class of service before sending a packet. If any platinum traffic is waiting,
it is serviced continuously until the queue is empty. If any silver traffic is wait-
ing and there is no platinum traffic, a buffer up to a certain length might be
checked before any bronze traffic is allowed to have a slice of the bandwidth. If
platinum traffic arrives, it will wait only one frame at most before being sent.

Depending on the access technologies, there even may be oversubscription
between the customer premises and the POP. IP over cable systems have
shared bandwidth, just as does any technology based on shared Ethernet LAN
technology. Between an access wholesaler’s collection POP and the ISP POP,
there is rarely enough bandwidth for every user to burst simultaneously at the
full access link rate.

Availability Policies

Another important policy is the response to resource failure. It's really rather
simple. Assume that you have certain resources that can handle a load L. If you
want to have 100 percent backup, then, assuming duplicate resources, you can-
not load either resource beyond 0.5L.
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Some applications can use an overloaded resource and still provide some
degraded service. Other applications will fail completely if the resource gives
inadequate performance. If your application is of the first kind, you may choose
to accept degraded operation in the event of a failure, so you might load the
resources to 0.75L. You must, however, make this an explicit decision.

SLAs

We often speak of service level agreements primarily with respect to perfor-
mance, but they also must consider availability. Let there be no mistake about
quality of service. It is, by definition, discriminatory. On the other hand, it is dis-
criminatory to give an ambulance the right to violate traffic regulations. Is that
wrong? Or is it that the ambulance is subject to a different set of regulations,
and the conceptual error many people make with respect to IP networks is that
all traffic should be subject to the same regulations? Some of those people
assert “equal rights” for network management traffic and routing control mes-
sages in the internal provider network; voice over IP and transaction process-
ing in a premium-priced VPN; and Web browsing, e-mail, and Internet Relay
Chat (IRC) in the public Net. From the standpoint of free market economics,
these different services are apples and oranges (although my Macintosh is
beige and titanium).

In many public forums, Paul Ferguson makes the comment that having QoS
mechanisms does not repeal the speed of light. Unfortunately, many zealous
salesdroids forget this, if they ever knew there was a limit to the speed of light.
More subtle arguments are made by proponents of the theory “the Internet
should be free” or “corporations should not dominate information.” Let me sim-
ply say I do not propose to get into what might be considered discussions of
Marxist economic theory as applied to information. The First Amendment to
the United States Constitution protects your right to your press; it does not give
others the right to use your press on demand.

Availability and SLAs

In the dark hours of the night, construction crews cut through a fiber cable.
Alarms ring out in the local ILEC operations center, and repair technicians are
dispatched instantly. Working frantically, the repair crew fixes the fault before
the break of dawn.

Was the facility down? Answering this question may be as difficult as solving
the old conundrum, “If a tree falls in an empty forest, and there is no one to hear
it, is there still a sound?”

Whether or not the facility was down depends on the context of the avail-
ability part of the service level agreement. If the SLA explicitly applies during
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the prime business day, then the facility was never down. If the availability part
of the SLA explicitly says that availability will be 24 hours per day, then the
facility was down.

While provider contracts are often forms that cannot easily be changed, it
may be a win-win situation, setting reasonable expectations for the customer
and avoiding simplistic definitions of reliability.

METRICS OF AVAILABILITY?

In the early 1980s, 1 wrote the technical requirements for the first federal
procurement of data communications services that specified performance
parameters (using FED-STD-1033) rather than an explicit network technology.
The procurement, done for the Environmental Protection Agency (EPA), tried to
be quite realistic. One aspect of this was that it was realistic to expect
providers to have immediate backups for major facilities in their core networks,
but that local loops between POPs and customer premises rarely were
redundant and would take longer to repair. Our vendors appreciated that we
had different time-to-repair objectives for backbone and local loop failures,
and we recognized that redundant local loops had to be explicitly engineered—
and paid for—if a particular facility was critical. One challenge in defining these
specifications was the length of the acceptable downtime interval. The EPA did
not, at the time, have any life-critical hazardous material applications, so,
realistically, downtime was a matter of pleasing internal constituencies.

The EPA data center manager, Don Fulford, taught me a great deal about the
real-world practice of requirements analysis. When I asked him about the
downtime interval, he explained that his boss, Sam Brown, was of the opinion
that the data center should never run out of certain things for more than a very
brief time. One of those things was printer paper. It was tolerable that the
facility’s truck might need an extra hour to get replacement supplies from the
local warehouse, but if the outage were longer, Sam would get irate customer
calls. If these calls came in the middle of the night, Sam would awaken Don.

Don explained that Sam regarded network availability as one of those things
that had to be available except for brief outages. Don told me that he was
willing to be awakened by Sam four times per year due to network problems.
While our RFP was commended for its precision, the availability requirements
really were defined in terms of the Fulford unit—a period of downtime that
would cause Don to be awakened by Sam. All of our detailed numbers derived
from the fundamental requirement that we were to have no more than four
Fulfords per year.

It is for good reason that many informal models put the political layer at the
top of the OSI stack.
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QoS and SLAs

One basic way to think about QoS requirements is in terms of common appli-
cations such as:

Network management

Delay-critical traffic (voice and interactive video)
Limited tolerance (video stream)

Transaction processing

General interactive traffic

File transfer

You will find the basic requirements of applications covered by a relatively
small number of basic parameters:

Delay, often called latency

Constant delay

]
]
m Variable delay, often called jitter
m Packet loss probability

]

Throughput

Later in this chapter, we will propose classes of service with various combi-
nations of these parameter values.

Absolute Latency

First, the network needs to protect itself. Routing updates, keepalive messages,
and critical network management information must get through. Routing pro-
tocol time-outs are one set of limits. Rea